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Abstract—Null pointer exceptions are common bugs in Java projects. Previous research has shown that dereferencing the results of method calls is the main source of these bugs, as developers do not anticipate that some methods return null. To make matters worse, we find that whether a method returns null or not (nullness), is rarely documented. We argue that method nullness is a vital piece of information that can help developers avoid this category of bugs. This is especially important for external APIs where developers may not even have access to the code.

In this paper, we study the method nullness of Apache Lucene, the de facto standard library for full-text processing in Java. Particularly, we investigate how often the result of each Lucene method is checked against null in Lucene clients. We call this measure method nullability, which can serve as a proxy for method nullness. Analyzing Lucene internal and external usage, we find that most methods are never checked for null. External clients check more methods than Lucene checks internally. Manually inspecting our dataset reveals that some null checks are unnecessary. We present an IDE plugin that complements existing documentation and makes up for missing documentation regarding method nullness and generates nullness annotations, so that static analysis can pinpoint potentially missing or unnecessary null checks.

Index Terms—static analysis; API usage analysis; dependency management systems; null pointer exceptions;

I. INTRODUCTION

Missing null checks are among the most frequent bug patterns in Java [1], leading to NullPointerExceptions (NPEs) and causing systems to crash. Methods that return null appear to be the main source of this problem [1] as 70% of the null-checked values are returned from method calls [2]. This indicates that developers are often unaware of the nullness of the invoked methods. Method nullness denotes whether a method might return null (nullable) or never returns null (nonnull).

Although it might be fairly easy for developers to reason about the nullness of methods in their own projects, analyzing methods in external dependencies is not. When developers want to dereference the return value from methods in external APIs, they often face three scenarios:

1) They assume that the method does not return null, then they deal with an NPE later if it occurs. Although this technique can be used during development with NPEs being detected and fixed through testing, some null dereferences can make it into production code causing system crashes.

2) They defensively add a null check to eliminate the risk of getting an NPE. This technique clutters the code with excessive null checks hindering code comprehension and maintainability [3].

3) They check the source code and read the documentation of the external method and try to reason about its return value, then add a null check when necessary. However, as we show later, documentation is often missing and reverse engineering unknown methods can be complicated.

We argue that the method nullness is an important post-condition of methods for developers to be aware of. In this paper we devise an empirical approach to infer the nullness of library methods relying on the wisdom of the crowd. Given a particular library, we collect and analyze its clients and track how they handle the returned values from method calls, i.e., how often they are checked to be non-null. The results are then aggregated per library method in a nullability measure defined as follows:

\[
\text{Nullability}(\text{Method}) = \frac{\text{CheckedDereferences}(\text{Method})}{\text{Dereferences}(\text{Method})}
\]

The nullability measure serves as a proxy for method nullness and expresses the confidence that a particular method returns null. A nullability of zero indicates that a method never returns null, i.e., the returned value is always dereferenced in clients without a null check. The method’s nullness is therefore non-null. Conversely, a non-zero nullability indicates that a method is nullable.

In this paper, we investigate the nullability of methods in Apache Lucene, which is the de facto standard library in Java for full-text searching. We collect 4 197 versions of 186 Lucene clients by exploiting the Maven dependency management system with Kowalski, a tool developed particularly for this purpose. We compute the nullability for the 42 092 detected methods belonging to 75 versions of Lucene. We formulate the following research questions and use them to guide our research:

RQ1: How is nullability distributed and what are the factors affecting it?

We partition the collected methods into methods that expose object state while keeping encapsulation intact (getters) and methods that compute their return value (processors). Then we calculate the nullability distribution for the methods when they are called within Lucene itself (internal usage) and from
external clients (external usage). The majority of methods are never checked against null, but those that account for most of the usage. Getters do not document nullness at all, whereas there is some nullness documentation for nullable processors. While the shapes of the distributions in internal and external usages are similar, in internal usage there are many methods checked that are not checked in internal usage, hinting at unnecessary null checks.

**RQ2: How does nullability reflect method nullness?**

We select 600 methods that range in nullability from 0 to 1, and try to reverse-engineer the nullness by manually inspecting the documentation and the source code of the method. For about half the methods, this context is not broad enough to decide whether a method returns null or not. Nonetheless, for some methods with a nullability of 0 we can deduce that they do not return null, whereas most methods with a non-zero nullability either document that they potentially return null or they contain a return null; statement.

**RQ3: How can the nullability measure be used in practice?**

We present an IDE plugin that adds nullability information to the method’s documentation as a usage recommendation, and we can add a corresponding annotation to the return type of the method to assist null analysis tools. The nullability documentation enables developers to make a more informed decision about adding or removing a null check. The null analysis points developers at locations where a null check is unnecessary or potentially missing.

The rest of this paper is structured as follows: In section II we describe how we collect the bytecode of a library and its clients with KOWALSKI and how we measure nullability. We look at the nullability distribution in section III. In section IV we summarize the results of the manual inspection of Lucene source code and documentation. Section V shows how we can use nullability to assist developers with an IDE plugin. In section VI we note possible threats to validity imposed through imprecisions in the analysis and inaccuracies of the applied heuristics. Related work is discussed in section VII. In section VIII we conclude our work with a summary of the most important results, their implications and future work.

II. BYTECODE COLLECTION AND ANALYSIS

A. Bytecode Collection

We collect binaries of Lucene releases and Lucene clients, so that we can compare internal and external usage of Lucene methods. We find and download the Lucene related binaries by exploiting the Maven dependency management system. Maven projects declare their dependencies in a meta-data file and binary releases are published on a central package repository. Collecting binaries related to a specific library means that we need to extract a sub-graph of the dependency graph spanned by all projects, as shown in Figure 1. First, we need to find the libraries for which we want to collect clients, as in Figure 1(a). Second, we need to find clients of the matched libraries, as in Figure 1(b). Third, we need to download the binaries we want to analyze, as in Figure 1(c).

```
public void traverse(Node child) {
    Node parent = child.getParent();
    child.mark();
    if (parent != null) {
        parent.getSibling().mark();
    }
}
```

Listing 1. Example method for null dereference analysis.

We analyze the collected binaries to detect which return values of Lucene methods are checked for null and which are not. The static analysis is based on SOOT’s null analysis [5], [6], an intra-procedural and path-sensitive data-flow analysis that tracks the nullness of local variables. For each path in the control flow graph it tracks whether a local variable is known to be null, non-null, or unknown. The analysis supports variable aliasing and learns about their nullness from null checks, instanceof checks, assignments of newly instantiated objects, and dereferences in field accesses, array accesses, method invocations, etc. For instance, in Listing 1, SOOT finds the nullness of the variable parent to be non-null on line 5 as it was checked in the condition of the wrapping if. Our analysis extends the SOOT nullness analysis by extracting the following three features from all method implementations

---

1. https://search.maven.org/#search%7Cga%7C1%7Cg%3A%22org.apache.lucene%22
in the collected clients of Lucene. First, we identify the first dereference of every value. Those are the locations where a null pointer exception could potentially happen. The method in Listing 1 contains three potential null dereferences: child on line 2, parent and parent.getSibling() on line 5. Note that the subsequent dereference of child on line 3 can never throw a null pointer exception, as the same value has been dereferenced on line 2 before. Second, we track where the dereferenced value originates from. For child this is the parameter, for parent this is child.getParent(), and for parent.getSibling() it is parent.getSibling() itself. Third, we note whether or not the dereferenced value is checked for null before, indicating whether its origin is non-null or not. For child the nullness of the parameter is unknown, for parent we know that child.getParent() is non-null as it was checked, and for parent.getSibling() it is unknown.

```java
if (child.getParent() != null) {
    child.getParent().mark();
}
```

Listing 2. Null check of a method return value.

A conservative null analysis only works on local variables. However, not all null checks use a local variable that is checked and dereferenced later. Especially fields accessed through getters and values that are only used once may not be assigned to local variable, but checked for null using an expression. For example, Listing 1 uses a local variable, but Listing 2 uses a method call. A conservative analysis detects a potential null dereference of child.getParent() on line 2 in Listing 2, but for a human reader the same dereference looks safe, as the method call is checked before dereferencing it. Our analysis assumes lexically identical expressions to evaluate to the same value, thus classifying this dereference as safe. This assumption is unsound as methods can return different objects for each invocation, but it is a cheap heuristic compared to a more precise, but computationally much more expensive, object-sensitivity [7].

Different methods might have conceptually different intents that can reveal further insight into what exactly is checked for null, therefore we distinguish between getters and processors. We introduce a heuristic to classify a method as a getter if its name is get followed by the name of a field of the declaring class, otherwise we classify the method as a processor. Note that this classification is merely a tag on a method, it does not interfere with the analysis.

The analysis of the 7 123 artifacts takes approximately 12 hours on the same 32-core machine on which we collect them. Of all artifacts, 1 627 Lucene artifacts and 2 570 artifacts of external clients contain a dereference of Lucene methods. External clients include Solr, Elasticsearch, Neo4j, and OrientDB amongst others. Overall we find 292 871 dereferences of return values of 42 092 methods belonging to 75 different Lucene releases.

```java
public void register(XMLReader parser) {
    try {
        // 1 unsafe, is unsafe
        parser.setFeature("...", true);
    } catch (SAXException e) {
        log.warn("...");
    }
    try {
        // 2 unsafe, but is safe
        parser.setFeature("...", false);
    } catch (SAXException e) {
        log.warn("...");
    }
    // 3 unsafe, but is safe
    parser.setContentHandler(this);
    // 4 safe, is safe
    ErrorHandler handler = parser.getErrorHandler();
}
```

Listing 3. Dereferences of parser with dereferences 2 and 3 falsely classified as potentially unsafe. String literals shortened and method trailer omitted from AbstractTopicMapContentHandler in net.ontopia:ontopia-engine:5.3.0.

C. Validation

We inspect the precision of our analysis and heuristics by manually inspecting the results and the related code.

1) Dereference Analysis: We check how precise our potentially unsafe dereference analysis is. Over half of all analyzed methods do not contain potentially unsafe dereferences. About a quarter of the methods contain a single dereference. About 96% of the methods contain no more than eight dereferences. We ignore the remaining methods with more dereferences in the inspection, as they are potentially complex and hard to reason about. For 98% of all dereferences there is only a single possible origin. This allows us to precisely reason about the intention of a null check, as it can only check a single value. We inspect 50 randomly selected methods in which no dereferences are detected and 50 randomly selected methods for which we detected at least one dereference. Our analysis reliably finds 109 potentially unsafe dereferences and their originating values. Only in two methods do we miss a dereference, which is mistakenly classified as potentially unsafe. For the originating values we found no errors. All detected originating values are true possible origins and all possible originating values are detected.

2) Nullness Analysis: We inspect the accuracy of the nullness analysis. We inspect another 100 randomly selected methods for which we detected at least one dereference. Of 117 dereferencings we correctly classified 15 as non-null and 98 as unknown. One instance is misclassified as non-null, another one as unknown. Three dereferences are mistakenly detected as potentially unsafe dereferences. In one instance the dereferred field is initialized with a new object immediately before the dereference. As we do not track assignments to fields, but only locals, we cannot detect this initialization. The other two misclassifications are the second and third dereference of the parameter parser on line 10 and line 15 in the method listed in Listing 3. They are caused by the way the control flow graph is constructed. A try block creates a
new branch in the control flow graph and we have to merge two branches after the try statement. In the first branch the try block succeeds, in which case parser is now safe to dereference. In the second branch the try block fails and it is assumed that no statement was executed, in which case we do not know if parser is safe to dereference on line 10 and line 15. Assuming that pushing the method parameters and receiver of the method setFeature() on the stack on line 4 always succeeds (since they are constants and a reference), the actual method invocation is the first operation that could fail. Correcting these misclassifications would require more complex control flow graphs that replicate the execution model of the virtual machine more precisely.

As we have a low rate of non-null instances, we inspect another 100 randomly selected potentially unsafe dereferences classified as non-null. In 95 cases we correctly classify it as non-null. In 5 cases the classification is wrong. They happen in complex loops, try-catch statements, and casting situations. Here we also find interesting patterns where values are checked for null. Many null checks for fields occur within equals() and hashCode() methods, which can be auto-generated by an IDE like Eclipse. The pattern to check a resource for null before closing it in a finally block is also prevalent. This can be refactored to use Java 7 try-with-resource blocks\(^3\) to improve code readability. We find null checks for lazy initialization of fields, and setting defaults for null parameters. It is also common to throw an error if a value is null, or exit the method with a return or a return null.

3) Getter Heuristic: We validate our getter heuristic, which classifies methods as getters if their name starts with get followed by the name of field of the class. Therefore, we randomly select 100 methods and inspect them, 50 of which classified as getters, 50 of which are not. Only one method classified as a getter does not return the field with the getter name, but instead computes the return value. Eight methods which are not classified as getters, are getters. They return the field with a name that is very similar to the method name, or do not use a preceding get. Most getters directly return the associated field. In some cases the field is lazily initialized. In case of a collection type a shallow copy is sometimes returned. The getter heuristic we use is an under-approximation, as we can precisely identify getters, but we miss some getters.

### III. NULLABILITY DISTRIBUTION

To answer our first research question, RQ1: How is nullability distributed and what are the factors affecting it?, we measure the nullability for all 42 092 methods whose return values are dereferenced. In Figure 2 we observe that 79% of the methods are never checked for null, 12% are always checked, and 9% are sometimes checked and sometimes not. Note that the nullability peaks at \(\frac{1}{3}, \frac{2}{3}, \frac{3}{3}, \text{etc.}\) are due to methods for which only a handful of dereferences are found.

We look at the dataset from two different perspectives. First, we contrast internal and external usage of Lucene regarding nullability to identify potential disagreement. Second, we distinguish between the usage of getters and processors, as they serve different intents. We filter the dataset to only include methods that are used internally by Lucene itself as well as by external clients. We reduce the selected methods belonging to 75 releases to the six major versions of Lucene by their signature (qualified class name, method name, argument types) to increase the support for each method. This reduction assumes that the nullness of a method remains unchanged for all different releases of a major version. In Table I we find the 568 methods spread across the major releases dereferenced 156 717 times. We partition the dereferences and methods by the getter/processor and internal/external dimensions. For each of the four partitions we find a median of around 30 dereferences per method. The full spectrum ranges from methods only dereferenced once to some dereferenced 5 071 times.

![Nullability distribution](image)

Figure 3 shows the distribution of the selected methods over the whole nullability range from 0 (returned value is never checked for null before dereferencing) to 1 (returned value is checked for null before every dereference). We find 86 getters and 482 processors. Across all four partitions most methods are never checked (external getter 90%, external processors 86%, internal getters 92%, internal processors 97%).

### TABLE I

METHODS USED BOTH INTERNALLY BY LUCENE AND EXTERNAL CLIENTS, REDUCED TO THE LUCENE MAJOR VERSION.

<table>
<thead>
<tr>
<th>major version</th>
<th>methods</th>
<th>dereferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>57</td>
<td>12 038</td>
</tr>
<tr>
<td>3</td>
<td>105</td>
<td>34 128</td>
</tr>
<tr>
<td>4</td>
<td>269</td>
<td>64 502</td>
</tr>
<tr>
<td>5</td>
<td>117</td>
<td>31 992</td>
</tr>
<tr>
<td>6</td>
<td>74</td>
<td>14 022</td>
</tr>
<tr>
<td></td>
<td>568</td>
<td>156 717</td>
</tr>
</tbody>
</table>

\(^3\)https://docs.oracle.com/javase/tutorial/essential/exceptions/tryResourceClose.html
processor 65%, internal getter 95%, internal processor 74%). Some processors are always checked while this category is not significant for getters. For getters the share of checked methods is much smaller than for processors. This could indicate that fields are rarely null. Evidence for this hypothesis is also reported by Chalin et al., as they show that fields are eventually non-null [8]. In the validation of our getter heuristic we also find many cases of lazy initialization of fields, which supports this hypothesis.

A. Documentation

Documentation could be another factor that affects whether or not the return value of method is checked before dereferencing it. For this purpose we collect and process the JavaDoc for all selected methods. If either the word null occurs in the return section of the method documentation, or both words null and return occur in the general method description, we classify the method as having its nullness documented.

If the method documentation is found but the heuristic does not pass, we classify the method as not mentioning the nullness of the return value. The measure does not extract whether the documentation states that the method is non-null or nullable, but only if the nullness is mentioned at all. We do not differentiate between internal and external usage, as the documentation is an attribute of a method. Figure 4 shows that nullness is not documented at all for getters and often undocumented for processors. Table II contains the exact counts for each category, as we could not always find the documentation. Regarding nullability, nullness is rarely documented for processors when the nullability is 0. For processors with a nullability higher than zero, the method documentation often makes a statement about the nullness. Getters do not document nullness at all, which can again be seen as support for eventually non-null fields [8].

B. Disagreement between Internal and External Usage

The sets of checked and unchecked methods are only partially overlapping between internal and external usage.
In Figure 3 we see that in external usage there are many processors with a low nullability whereas the internal nullability distribution in [0, 1] is more balanced. The disagreement in usage is also visualized by contrasting the number of dereferences and associated methods in Figure 5. In external usage there are generally more methods checked and they are more used than unchecked ones. The checked processors are more often dereferenced, relative to all externally dereferenced processors as well as relative to the internal usage. Table III shows that there are 7 getters and 68 processors that are never checked internally but are checked externally. Only 2 getters and 28 processors are checked internally but not externally. We inspect the 105 methods where internal and external usage disagree. From the method source code and documentation we try to reverse-engineer the methods nullness. We classify a method as non-null if either the documentation states so or all return paths always return an object. We classify a method as nullable if either the documentation states so or at least one return path returns null. The results in Table IV show that for most of those methods our reverse-engineering approach cannot deduce the nullability of the majority of the methods. However, we find that the internal usage is more often in concordance with our classification than external usage. For example, we classify 15 processors that are never checked internally as non-null, whereas 7 are nullable.

We learn three things from the inspection of disagreement of internal and external usage. First, external usage is more defensive than internal usage. Second, reverse-engineering the nullness of a method is non-trivial, even with the source code at hand. Third, internal usage is a better indicator for method nullness than external usage, yet, it is not precise.

IV. MANUAL INSPECTION

We answer our second research question, RQ2: How does nullability reflect method nullness?, by manually inspecting Lucene methods across the whole nullability range and trying to reverse-engineer the nullness of the method. For this purpose we partition the nullability spectrum into six intervals and randomly select 100 methods with a nullability in each interval. The nullability intervals are [0], [0, 0.2], [0.2, 0.4], [0.4, 0.6], [0.6, 0.8], and [0.8, 1]. We select those methods from the 11754 Lucene methods with a minimal support of five dereferences, so that their nullability is computed from at least a handful of dereferences. For each method we find their implementation and documentation, then we try to decide on the nullness of the return value. We classify a method as non-null if either the documentation states so or all return paths always return an object. We classify a method as nullable if either the documentation states so or at least one return path returns null. If none of the above conditions holds, we classify the method as unknown. The results of this inspection are shown in Figure 6. For about half of the methods the nullness is unknown using our procedure. It is quite rare that the documentation states that the method is non-null. Even rarer are methods for which we can deduce non-nullness from their implementation. In those cases the return value is mostly a collection. We can see that the inferred nullability correlates with the reverse-engineered nullness. The majority of methods with low nullability are non-null. Even more convincing is the situation at the other end of the spectrum. The vast majority with a high nullability are actually nullable. We observe non-null methods with a non-zero nullability, indicating unnecessary null checks, as well as nullable methods with nullability of zero, indicating potentially missing null checks. The direction of causality is unclear though: Do developers check return values because of the documentation or is the nullness documented because null pointers have been observed? Nonetheless, we see that nullability reflects the nullness quite well.

V. TRANSFERRING NULLABILITY TO THE IDE

Inspecting the nullability distribution reveals that non-null and nullable methods can be partially separated. Manual inspection suggests that the nullness of methods is often undocumented or non-trivial to reverse-engineer. These findings lead us to the third research question, RQ3: How can the nullability
measure be used in practice? As a showcase of how nullability information can be harvested, we have implemented an Eclipse plugin that integrates Lucene nullability information in the IDE. The goal of the plugin is to give hints to developers about potential null dereferences and unnecessary null checks. If we can detect potential null pointers, we can avoid bugs. If we can detect unnecessary null checks, we can reduce cyclomatic complexity [9]. The latter point is relevant as we find unnecessary null checks in the manual inspection and null checks account for 35% of all conditional statements [2].

First, the plugin adds the nullability information to the JavaDoc of a method, with both confidence and support. The nullability gives the developer the frequency of a null return value. Confidence and support are a proxy for the trust that can be put into the nullability. If the nullability is computed from only a handful of samples, it might not be trustworthy as not all usage scenarios of the method might be covered. Figure 7 shows our plugin applied on a code excerpt of Elasticsearch 2 for that a null pointer bug was reported.4 The cause of the bug is the unconditional dereference of the return value of the Lucene method LeafReader.terms(String). Our plugin adds nullability documentation with a blue background at position (1). Besides the nullability of 63% it also tells us that this is computed from 22 out of 35 dereferences that were checked for null. Documenting nullness is certainly important, but it still requires developers to read the documentation to detect the nullness. For example, in Figure 7 the nullness is described in the original documentation, but the developer nevertheless missed it. To raise awareness for potential nullness, the tools should give more obvious hints to developers about potential null pointers.

Second, the plugin generates external nullness annotations5 from the nullability measured for Lucene methods. For methods with a nullability of zero we create a @NonNull annotation. For methods with a non-zero nullability we create a @Nullable annotation. These annotations are stored as Eclipse External Annotations that do not require bytecode manipulation of the Lucene binary, but they are stored alongside the library and linked through the Eclipse project configuration. The internal Eclipse JDT Null Analysis6 considers these external annotations. In Figure 7 the annotation is visible in the documentation at position (2). The warning generated for the potential null pointer is at position (3). The bug in Elasticsearch was eventually fixed by guarding the dereference with a null check (see Figure 8). After the bug fix, the null analysis issues no warning anymore, as the dereference is now safe. Detecting potential bugs is not the only use case for the null analysis, as it can also detect dead code caused by unnecessary null checks.

Third, our plugin can be configured to only generate annotations for methods with nullability within a certain range. For example we can set the upper limit for the generation of non-null annotations to 0 and the lower limit for nullable annotations to 0.8. For all methods with a nullability in between 0 and 0.8 no annotations are generated and conversely the null analysis does not generate any warnings. This tuning can be used to reduce the number of warnings.

In the future, we plan to evaluate the IDE plugin with developers in the industry to assess its usefulness and further improve it. The plugin sources are available online,7 including a sample project and sample nullability data.

Fig. 7. Augmented JavaDoc with nullability (1), nullness annotation (2) for a Lucene method with a high nullability giving a warning for a potential bug (3).

Fig. 8. Augmented JavaDoc with nullability (1), nullness annotation (2) for a Lucene method with a high nullability giving no warning for a potential bug (3) due to a missing null check.

4https://github.com/elastic/elasticsearch/pull/12495/commits/d749151b21f4b43c94956c75beb74b8a5e863ae
6https://wiki.eclipse.org/JDT_Core/Null_Analysis
7https://github.com/maenu/method-nullability-plugin
**A. Evaluation**

We inspect the warnings generated by our plugin on the sources of the Elasticsearch project at version 1.7.3 from October 15th, 2015. This is the newest version of Elasticsearch we analyzed and uses Lucene 4, for which we collect the most usage data. Our analysis identifies 764 potentially unsafe dereferences of Lucene methods. The plugin is configured to generate @NonNull annotations for methods with a nullability of at least 0.2, as our manual inspection reveals that there is a high agreement of nullability and nullness above this threshold. For methods with a nullability of at most 0.1, the plugin generates @Nullable annotations, so that a few unnecessary null checks detected in the analysis still lead to a generated annotation. When our plugin is activated, we find 72 problems, caused by 21 different Lucene methods. The inspection of those problems reveals that four warnings are duplicates, i.e., they warn about the same variable. We classify the warnings according to the nullness of the causing method using the same procedure as in section IV. We get six warnings about dead code caused by null checks, of which two warnings are considered correct as they are caused by non-null methods. Two dead code warnings refer to methods that are nullable, two are unknown. The latter four warnings can be false positives. Ten warnings are about unnecessary null checks, of which only one warning is a true positive, as the respective method is documented to never return null. Eleven warnings hint at the illegal return of null in overridden methods for which a @NonNull annotation has been generated. The manual inspection reveals that ten of those cases are false-positives, as the two different, overridden methods are nullable. We notice that the false positives or potential false positives are caused by methods for which we have a relatively low support of at most 28 dereferences examined in our analysis, whereas the true positives have higher support of hundreds of analyzed dereferences. The remaining 41 warnings are about potential null dereferences. Among those we find one false positive where the dereferenced getter is checked for null before dereferencing it. While our own analysis accounts for this case, the Eclipse null analysis does not. Eight other false positives are not recognized as such as the null check is performed in a utility method that is called before the dereference and avoids the null dereference by returning from the method early. The remaining potential null dereference warning consider method with a nullability ranging from 0.23 to 0.87. We check if the potential null dereferences are changed in the latest version of Elasticsearch. For 18 cases we cannot find the affected code because the class or call no longer exists. In 14 cases we find the affected code and in all of them the code shows no changes regarding the handling of a potential null handling. This indicates that the potential null dereference warnings generated the generated annotations are false positives, although the manual inspection reveals that the methods can return null in some cases.

We conclude that our plugin cannot predict null dereferences of method return values, as the return value of nullable methods is context-sensitive, i.e., depends on the state of callee and the parameters. The plugin shows some potential in detecting unnecessary null checks though. We see the main use for the plugin to provide developers with nullability information through the augmented documentation, so that they can quickly assess whether or not they should consider to add a null check. The inspection of the warnings confirms that the nullness inferred from the nullability is correct for methods with a high support. The warnings generated cannot be viewed as bugs, but rather as hints to method calls that should be inspected.

**VI. Threats To Validity**

**A. Construct Validity**

The results we gain are only as accurate as the analysis. We validate all parts of the analysis we suspect to be critical. We report some wrongly classified samples that hint at bugs in the analysis implementation. Nonetheless, most samples are correctly classified. Our confidence in the analysis is supported by the manual inspection which reveals that methods with a high nullability are mostly nullable, whereas many methods with a low nullability are non-null.

To inspect where internal and external usage disagree on nullability we group methods by their Lucene major version. This is an over-approximation, as Lucene does not strictly adhere to semantic versioning and introduces some breaking changes in minor releases. If a method changes from non-null to nullable without changing its signature between two minor versions of the same major release, this approximation mixes the nullability for two different methods.

Based on nullability we generate nullness annotations that lead to warnings. Those warnings can also be false positives in some cases. We find both checked methods that never return null according to the method’s documentation and implementation, as well as unchecked methods that document a potential nullness. The nullability measure of a method hints at the frequency of null checked return values. Nullability cannot express in which context a method returns null or not. To reduce the number of false positive warnings, our plugin can be configured to generate annotations only for methods in a specific range.

**B. Generalizability**

The composition of our dataset influences the generalizability of our results. KOWALSKI collects only Lucene and other OSS projects that depend on Lucene and are published on Maven Central, First, this excludes all closed source projects. If given access to a company repository, KOWALSKI can also be used to collect a dataset of clients of a company-internal library. The static analysis can be reapplied as well. Second, all open source projects that are not published on Maven Central are excluded. There are other popular Maven repositories that may contain other Lucene clients, for example jcenter8

8https://bintray.com/bintray/jcenter
and clojars. However, Maven Central is a large repository that serves 1935 045 versions of 185 693 artifacts. Some software projects are not published in a repository at all. We lack a measure to estimate how many Lucene clients are only distributed as sources, for example on GitHub. As our analysis is tailored to run on binaries, it would require a build of these projects. Package repositories are primarily used to distribute reusable libraries, therefore our dataset has a strong bias towards libraries as clients. Libraries may use Lucene differently than projects further down the dependency hierarchy. Third, we only analyze the Lucene ecosystem. The results may not be generalizable to other ecosystems.

VII. RELATED WORK

A. Null Dereference Analysis

Hovemeyer et al. use intra-procedural data-flow analysis to find null dereferences in Java code and continuously improve their FINDBUGS tool [10], [11], [12]. With FINDBUGS we cannot find the possible null dereferences where we dereference a value returned from a method, as this is beyond the scope of an intra-procedural analysis, unless the analysis is aware that the called method is annotated as returning null. These situations arise often, as values returned from methods are the most often checked for null category [2]. The nullness annotations we generate are exactly those missing links between a project and its dependencies that allow an intra-procedural null analysis to reason about values received by calling a method.

There are approaches to verify dereference safety, reporting 10% [13] and 16% [14] unverifiable dereferences. Our approach is not a verification technique, but it focusses on the main cause of null pointer bugs, that is the dereference of a method return value [1]. With our generated annotations we can suggest the nullness for those dereferences to help developers make more informed decisions.

Nanda and Sinha present XYLEM, an unsound intra-procedural, path- and context-sensitive data-flow analysis [15]. Contrary to Tomb et. al. [16] they report a 16 times higher number of possible null dereferences in inter-procedural than in intra-procedural analysis [10], yet they claim a low false positive rate. Ayewah and Pugh examine the warnings generated by XYLEM and account only 60% of them to be plausible [17]. They argue that no warning should be issued for dereferences that are unchanged over many versions of stable software. If our analysis finds the same unconditionally dereferenced method return value in many versions, it decreases the originating method’s nullability, which reflects that the method is rarely causing problems.

Many researchers propose to avoid null dereferences by extending the type system with @Nullable and @NonNull annotations [18], [19]. Method, field, variable and collection item declarations can be annotated, so that a static checker can verify that no nullable value is ever dereferenced and the nullness matches for parameters passed to methods. If annotations for library methods are missing, they need to be added manually. Flanagan et al. circumvent this problem by assuming that all library method never return null [20]. Our approach gets rid of the required manual work to add the nullness annotations to existing projects, as the annotations are automatically generated from usage.

B. API Usage Analysis

There are several datasets over large parts of GitHub. Google’s BigQuery GitHub dataset can be queried for contents of source files. It even runs static analysis remotely, but type information is not provided and must be reconstructed. Dyer et al. provide ASTs that include partial type information from sources in GitHub projects in the Boa dataset [21]. The binaries collected by KOWALSKI provide more type information as we can track method invocations to the invoked method and library version without ambiguity. By choosing Maven repositories as our datasource we are restricted to a smaller set of OSS projects than GitHub, but we gain type precision.

Lämmel et al. check out 6 286 SourceForge projects and manage to build 1 476 of them with Ant to analyze them for API usage [22]. They manually search for missing dependencies to fix build errors in 15% of the built projects. Instead of building projects from source, we collect binary Maven artifacts with resolved dependencies. We use the SOOT analysis framework that creates phantom references for unresolvable classes.

Sawant et al. build a typed dataset for five APIs and their usages in 20 263 GitHub projects using Maven [23]. They use partial compilation to work around unresolvable classes. By compiling from source, projects can be inspected for any revision of a source file in a version control system. Our dataset includes only built binary artifacts, yet they are versioned as well, therefore we can track the evolution of a project as well, although on a coarser level of releases.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper we harvest the wisdom of the crowd to infer the nullness of methods of Apache Lucene. The inference is based on nullability that measures the frequency of null checks of the method return value before it is dereferenced. We find that most methods are used as if they were non-null, i.e., they never return null. The nullness of the non-null methods is rarely documented, nullable methods document the nullness more often. Getters are generally non-null and do not document nullness at all. We present an IDE plugin that utilizes method nullability to augment documentation and to integrate with static analysis tools. The plugin points to potential null dereferences and unnecessary null checks.

9https://clojars.org/ 10https://search.maven.org/#stats, date of access May 3, 2017 11https://cloud.google.com/bigquery/ 12https://medium.com/google-cloud/static%2Djavascript%2Dcode%2Danalysis%2Dwithin%2Dbigquery%2Ded0te3011732c
A. Future Work

We fail to generate external annotations and look up nullability for methods with generics, as binaries lack this information due to type erasure. The linked source code of the binary methods needs to be processed to reconstruct the type information. The nullability analysis should be repeated for other ecosystems to validate whether our results are generalizable. We need more nullability data and generate nullness annotations for libraries other than Lucene, frameworks, and the JRE itself. The IDE plugin then needs to be evaluated in the context of an industrial project to prove its usefulness.

Currently, the plugin includes the external annotations and the nullability database as resources. The library-specific resources should be distributed through Maven as well, so that the plugin can automatically fetch them for the desired libraries. Once computed, nullability information can be reused by any user of a library, so that the burden of repeating the time-consuming analysis for the same library multiple times is removed.
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