Abstract—Bug prediction is a technique that strives to identify where defects will appear in a software system. Bug prediction employs machine learning to predict defects in software entities based on software metrics. These machine learning models usually have adjustable parameters, called hyperparameters, that need to be tuned for the prediction problem at hand. However, most studies in the literature keep the model hyperparameters set to the default values provided by the used machine learning frameworks.

In this paper we investigate whether optimizing the hyperparameters of a machine learning model improves its prediction power. We study two machine learning algorithms: k-nearest neighbours (IBK) and support vector machines (SVM). We carry out experiments on five open source Java systems. Our results show that (i) models differ in their sensitivity to their hyperparameters, (ii) tuning hyperparameters gives at least as accurate models for SVM and significantly more accurate models for IBK, and (iii) most of the default values are changed during the tuning phase. Based on these findings we recommend tuning hyperparameters as a necessary step before using a machine learning model in bug prediction.

I. INTRODUCTION

Bug prediction is a technique that helps software teams focus their quality assurance efforts on the parts that are more likely to contain bugs. Technically, a bug predictor is a machine learning model trained on software metrics to predict bugs in software entities. Building a bug predictor involves deciding which software metrics to use, what to predict, and what machine learning model to train.

Hyperparameters are the parameters that are set for a machine learning model and affect its learning, construction, and evaluation. These parameters need to be set before training the model. Example hyperparameters are the complexity parameter in support vector machines and the number of neurons in the hidden layer in a feed-forward neural network. Different machine learning problems have different characteristics and the hyperparameters need to be optimized accordingly.

In the past three decades, researchers have analyzed the performance of various machine learning models in bug prediction. However, more often than not, model hyperparameters were set to the default values of machine learning frameworks, which are not necessarily the optimal ones.

In this paper, we investigate the effect of the hyperparameter optimization of a model on its prediction accuracy. We study two machine learning models: support vector machines (SVM), and an implementation of the k-nearest neighbours algorithm called IBK. Using a grid search algorithm, the search space of the hyperparameter values of each model is traversed and the optimal values are reported. We evaluate the prediction accuracy of each model before and after hyperparameter optimization on five open source Java systems, listed in Table I.

Our results reveal that tuning model hyperparameters has a statistically significant positive effect on the prediction accuracy of the models. The prediction accuracy is improved by up to 20% in IBK and by up to 10% in SVM. However, we notice that IBK is more sensitive to its hyperparameter values than SVM in our experiments. We also observe that most of the hyperparameter values are changed during the tuning phase, indicating that default values are suboptimal. Our findings suggest that researchers in bug prediction need to take hyperparameter optimization into account in their bug prediction pipelines, as it potentially improves the prediction accuracy of the machine learning models.

II. EMPIRICAL STUDY

A. The Dataset

D’Ambros et al. [1] provided the “bug prediction dataset” for benchmarking bug predictors. It has been used by many bug prediction studies [2][3][4][5]. Actually, it is one of the

<table>
<thead>
<tr>
<th>System</th>
<th>Release</th>
<th>#Classes</th>
<th>% Buggy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eclipse JDT Core</td>
<td>3.4</td>
<td>997</td>
<td>≈ 20%</td>
</tr>
<tr>
<td>Eclipse PDE UI</td>
<td>3.4.1</td>
<td>1,497</td>
<td>≈ 14%</td>
</tr>
<tr>
<td>Equinox</td>
<td>3.4</td>
<td>324</td>
<td>≈ 40%</td>
</tr>
<tr>
<td>Mylyn</td>
<td>3.4.1</td>
<td>1,862</td>
<td>≈ 13%</td>
</tr>
<tr>
<td>Lucene</td>
<td>2.4.0</td>
<td>691</td>
<td>≈ 9%</td>
</tr>
</tbody>
</table>

1Hyperparameter optimization is also known as model selection and hyperparameter tuning.

2http://bug.inf.usi.ch/
few datasets that has the number of bugs as the response variable. This is the main reason we choose it for the empirical study, as our aim is to study the accuracy of predicting the number of bugs, rather than just the likely presence of bugs.

The “bug prediction dataset” has source code metrics (Table II) and change metrics (Table III) for the classes in five open-source Java systems (Table I). More details can be found in the original paper [1]. All 32 metrics are used as the features (i.e., independent variables) and the number of bugs is used as the response, or dependent, variable.

### B. The Machine Learning Algorithms

For this experiment, we pick two machine learning algorithms: k-nearest neighbours (IBK) and support vector machines (SVM). SVM is geometrically-inspired machine learning technique that can, in the feature space, separate data points by choosing the best separating hyperplane (i.e., with highest separation margin that is). IBK is an implementation of the k-nearest neighbours algorithm where the value of the dependent variable of a new data point is calculated based on the average values of the dependent variable of the k-nearest data points in the feature space.

We choose these two machine learning algorithms because they operate differently, have many hyperparameters, and have two different track records in the field of bug prediction. While SVM has been extensively used and shown to be one of the best performing models [8][9][10][11][12], IBK has not been reported to excel in the bug prediction literature [13]. Studying these two models reveals whether the tuning process affects how they compare to each other. We use the WEKA³ data mining framework [14] to train and test the models.

### C. Parameter Tuning

For IBK, we tune three hyperparameters: the number of neighbours, the evaluation criterion, and the neighbour search algorithm, as detailed in Table IV. For SVM, we tune the complexity parameter and the used kernel and its parameters, as detailed in Table V and Table VI.

The search space for the optimal hyperparameter values is large and it is impractical to try every possible combination of values. We use Multisearch-weka⁴ to search for the optimal hyperparameter values. It implements a hill-climbing grid search algorithm. An initial point in the search space is considered the center, then the algorithm performs 10-fold cross validation on the adjacent parameter values. The best one is considered as the new center. This process is repeated until no better values are found or the navigation hits the search space borders.

### D. Procedure

For each project, we split the data into two sets using stratified sampling: tuning set (10%) and experimentation set (90%). The hyperparameters are tuned using the tuning set only. Then, for each machine learning model, we compare the

³http://www.cs.waikato.ac.nz/~ml/weka/
⁴https://github.com/fracpete/multisearch-weka-package
For SVM are not as significant as in IBK. Only in Equinox does accuracy significantly for all projects. The RMSE is reduced between 13% (in Equinox) and 22% (in Lucene). The results significantly for each fold. This 10-fold cross-validation is repeated 30 times.

Up to this point, for each project/model, we have 300 RMSEs for the model with default hyperparameter values and 300 RMSEs for it with the optimal ones. We use paired student's t-test with 95% confidence interval to compare the two populations and determine whether the tuning process improves the prediction accuracy of the model.

### E. Results

Figure 1 shows boxplots of the RMSEs of each model before and after tuning. Red frames indicate statistically significant results (the null hypothesis of student's t-test is rejected).

For IBK, tuning hyperparameters improves prediction accuracy significantly for all projects. The RMSE is reduced between 13% (in Equinox) and 22% (in Lucene). The results for SVM are not as significant as in IBK. Only in Equinox does hyperparameter tuning reduce RMSE significantly by 10%, while prediction accuracy of the tuned and untuned models are similar in the other four projects. This means that IBK is more sensitive to its hyperparameter settings than SVM in bug prediction.

We also compare IBK and SVM. A paired student's t-test with 95% significance interval shows that the RMSE of SVM is always statistically lower than the RMSE of IBK. However, after tuning, the two models are actually statistically equivalent for four projects and SVM is more accurate than IBK only in Equinox. This result shows that tuning not only potentially improves the prediction accuracy of a model, but also changes how different machine learning models compare to each other.

Finally, our results show that the values of model hyperparameters often change from the default after tuning. Table VII shows the parameter values after tuning. The tuning phase always changes the value of at least one hyperparameter from the default. Some hyperparameter values actually always change, such as the number of neighbours and the evaluation criterion in IBK. This leads to the conclusion that default values in machine learning frameworks are suboptimal for bug prediction.

In summary, we conclude the following:

1) Tuning hyperparameters significantly improves the prediction accuracy of IBK. Previously, IBK has not been in the top performing models for bug prediction [13], but with tuning it can be as performant as SVM.

2) IBK is more sensitive to hyperparameter tuning than SVM. We recommend that researchers experiment with the hyperparameters of the machine learning models they use before using them, as some require tuning while others are less susceptible to the hyperparameter values.

3) Many studies have been conducted to compare different machine learning models in the context of bug prediction. Some studies conclude that classifiers perform similarly in bug prediction [15][16][17][18][19] while others suggest that the choice of the classification model has a significant impact on the performance of bug prediction [20][8][21]. We show that hyperparameter tuning can have an effect on how machine learning models compare to each other. This raises doubts in the outcome of studies where no tuning of or at least experimentation with the hyperparameter values has been conducted.

### F. Threats to Validity

The main threats to the validity of our study are threats to generalizability. First, the dataset we use contains only open-source Java projects. Replicating the same experiments on industrial projects or projects written in other languages may give different results.

We only experiment on two machine learning models only. Hyperparameter optimization might have different effects on other machine learning models. Also we carry out the tuning process on only on 10% of the dataset with bounded value ranges for the hyperparameters. A larger tuning set and wider value ranges might provide better hyperparameter values.
Fig. 1. Boxplots of all the experiments in our empirical study. The y-axis is the root mean squared error (RMSE). For each project, we compare each model before and after tuning. We carried out the student’s $t$-test at 95% confidence interval. Red bold frames indicate the statistically significant results, where the tuning significantly reduced the RMSE of the model.
TABLE VII
THE TUNING RESULTS FOR THE HYPERPARAMETERS FOR ALL PROJECTS.

<table>
<thead>
<tr>
<th>IBK</th>
<th>Eclipse JDT Core</th>
<th>Eclipse PDE UI</th>
<th>Equinox</th>
<th>Lucene</th>
<th>Mylyn</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Neighbours</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Evaluation Criterion</td>
<td>Mean Squared Error</td>
<td>Mean Squared Error</td>
<td>Mean Squared Error</td>
<td>Mean Squared Error</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>Search Algorithm</td>
<td>CoverTree</td>
<td>Linear Search</td>
<td>Linear Search</td>
<td>Linear Search</td>
<td>Linear Search</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SVM</th>
<th>Complexity</th>
<th>Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>PUK{Omega=1, Sigma=4.1}</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Normalized Polynomial {Exponent=5}</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>RBF {Gamma=0.01}</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>RBF {Gamma=0.1}</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Polynomial {Exponent=1}</td>
</tr>
</tbody>
</table>

### III. RELATED WORK

Model hyperparameters are often left set to their default values in the bug prediction literature. Very few studies inspect the effect of hyperparameter settings on the bug prediction accuracy.

Martino et al. [12][11] use a genetic search algorithm to optimize the hyperparameter settings for SVM and compare it with six machine learning models. Their experiments are carried out on jEdit data from the PROMISE repository [22]. They report that the genetically optimized SVM gives the highest F-measure. In their study, Martino et al. do not optimize the other models making the comparisons unfair.

The response variable of probabilistic models, such as Naïve Bayes, is the probability that a software entity is defective. When these models are used as classifiers, they take the threshold that separates the classes as a hyperparameter. It is usually 0.5 by default. Tosun and Bener [23] report that optimizing this threshold decreases false alarms by up to 11%.

Recently, Tantithamthavorn et al. [24] carried out a large study on the effect of hyperparameter optimization on the accuracy of 26 classification techniques in bug prediction. They show that tuning model hyperparameters increases the accuracy measures by up to 40%.

All previous studies treat bug prediction as a classification problem where the response variable is the class of a software entity (i.e., buggy or clean). To the best of our knowledge, this is the first study on hyperparameter optimization in bug prediction as a regression problem, where the response variable is the number of bugs.

### IV. CONCLUSIONS AND FUTURE WORK

Bug prediction is an active research domain in the field of software engineering. It employs machine learning to identify bugs in software entities and help developers focus their quality assurance efforts on the parts of the system that may contain bugs in the future. These machine learning models often have configurable hyperparameters that control how they behave during the training phase.

In this paper we study the effect of optimizing model hyperparameters to improve the accuracy of predicting the number of bugs. We show that the k-nearest neighbours algorithm (IBK) is always significantly improved and the prediction accuracy of support vector machines (SVM) is either improved or at least retained. We conclude that hyperparameter optimization should be conducted before using a machine learning model and default hyperparameter values are often suboptimal.

In the future, we plan to extend this study to cover more machine learning models in order to have a clearer picture about the sensitivity of each machine learning model to its hyperparameter settings in the context of bug prediction. Another future direction is to study hyperparameter optimization for cross-project defect prediction to identify how the configurations obtained on one project are suitable for other projects.
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