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Preface

How to Read this Book

The book is organized into five parts:

I. Techniques. This first part describes various techniques that help during the reengineering life cycle.
Source code metrics automatically measure properties of the software product and help in focusing
the reengineering task by pin-pointing key classes of the system. Then the annotation of basic graphs
with metrics reveals semantic structures that are hidden in plain source code and are generally helpful
when presenting large amounts of data. Grouping is a way of building more abstract views that are
based on the elementary, often overly detailed views from the source code in order to reveal higher-
level problems. Finally, an approach to reorganisation is presented based on refactorings and design
patterns.

Il. Reverse Engineering

and lll. Reengineering. The second and third parts form the core of the book. They consists of so-called
reengineering patternsReengineering patterns capture tacit knowledge about when and how to
apply reverse and reengineering tools and techniques as well as their implications. A reengineering
pattern is somewhat like a design pattern. However, while a design pattern presents a solution to
a design problem, a reengineering pattern relates two solutions (an existing solution and a target
solution) via a process which transforms the one into the other. The reengineering patterns in the
book tackle well known reverse and reengineering techniques often encountered in object-oriented
programming.

IV. Tools. The third part contains a description of some of the tool prototypes that have been developed in
the context of the Famoos project. Without tools, reengineering is an almost impossible task because
of the huge amount of information comprising most legacy systems. To be able to exchange reengi-
neering data between different tools, an information exchange model callac Fs proposed.

Background. The last part contains an introduction into software metrics and some discussions about the
use of metrics when dealing with object oriented software.
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Annotated Bibliography

Several good books exist today on how to improve the development of applications at several levels. We
invite the reader to read these books in order to have a better overview of the field. This sections contains
an annotated bibliography of material which is relevant to OO Reengineering. We did not aim for com-
pleteness, but rather selected information sources we have found interesting. Omission of any work does
not imply that the work is less significant than those annotated here.

Software Engineering In General

e Both [SomM 96] and [RRES94] provide a broad overview of software engineering. Their books
cover issues like reengineering and reverse engineering, CASE tools and metrics.

e [DavI 95] provides lots of good practical advice on how to tackle software projects, some of which
motivates work on reengineering.

Object-Oriented Engineering

e [GoLD 95] provides a decision framework for managing OO projects. Rather then imposing a par-
ticular software process or method, it tells you how you can built your own.

Conferences, Journals and Special Issues

e [CAsSA 97]is a special issue on object-oriented reengineering.

e [ARNO 92] is a book collecting various early papers on reengineering.

o [WATE 94], [WILL 96a] are more recent special issues on reverse and reengineering.

e Since 1994, there is a yearly conference on reverse engineering. It is called W&RENQG Con-
ference on Reengineeringlhe proceedings from 1995 onwards are published by IEEE Computer
Society Press.

e ICSM (International Conference on Software Maintenanaed EuroMICRO $oftware Mainte-
nance and Reengineeringre other conferences focussing more on reengineering and maintenance.

Their proceedings are also published by IEEE.

e TheJournal of Software Maintenance — Research and Practis\ejournal dedicated to software
maintenance and published bi-mothly by Wiley and Sons.
Metrics

e [FENT 97] is the seminal work on metrics but does cover very little on object-oriented metrics.
e [HEND 96] provides an overview of the state of the art in object- oriented metrics.

e [LORE94]is a pragmatic handbook on how to use metrics to check object-oriented source code.
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Object-Oriented Design

o [RIEL 96] presents a list of object-oriented design heuristics using C
e [MEYE 97] elaborates on Design by Contract.

e Design patterns are discussed in many books, most notablyAm{595] and in proceedings of the
different PLoP conferences.

e [LAKO 96] describes issues in building large scale’8ystems including design considerations
such as layering and more practical issues such as finding efficient include structures.

Information Exchange (Meta-Meta Models)

e CDIF (CASE data interchange format). Ssép://www.eigroup.org/
¢ MOF (Meta-Object Facility) and XMI. Selettp://www.omg.org/

Idioms

The books that follow contain practical information on exploiting programming language features to write
good code.

e [BECK 97] contains a set of idioms related to theA LTALK language. The main focus of the
book is to show how to write code that communicate its intent.

e [MEYE 98, MEYE 96] Meyer on the one hand focusses very much on the specific issues of C
and explains complicated concepts such asctivest mechanism in detail, or how to replace the
default memory manager. On the other hand, Meyer also explains general OO concepts, like multiple
inheritance, and its pitfalls in+€

e [CoPL92] Coplien strives to teach~Cfluencyby well known idioms like the orthodox canonical
class form. He shows examples of how €an be used in a functional style. Some of the desing
idioms presented in this book have been later rewritten into a pattern language.

UML, Object-Oriented Documentation

e [FowL 974] provides a fast introduction to UML including the notion of “perspectives” which is
quite interesting from a reverse engineering point of view because it is a way to specify how a
certain UML diagram should be interpreted (i.e., on a Conceptual, Specification or Implementation
level).

e [BooC98], [RumB 99] provide a good user reference and language reference for UML.
e [JOHN 92],[ODEN 97] present how patterns can support the documentation of a frameworks.

e [BROW 96], [WuUYT 98], [PREC98] present some possible approaches to support design patterns
extraction.

e [FLOR 97] shows how design patterns can be supported at the development environment level.
e [STEY 96] presentfReuse Contractas a way to document frameworks for evolution.

e [WINS 87] presents some discussion about variety of composition relationships.
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CONTENTS

Refactoring and Code Smells

[FowL 99] summarises practical experience with refactorings and code smells.

The Ph.D. work of Opdyke [@Dy 92] on Refactoring resulted in a number of papers describing
incremental redesign performed by humans supported by refactoring taets [€8], [JOHN 93].

[RoBE 97a] describes the Refactoring Browser,ASLTALK tool that represents the state of the
art in the field is described in and can be obtained fhatp://st-www.cs.uiuc.edu/.

Both Casais [@sA 91], [CASA 92], [CASA 94], [CASA 95a] and Moore ([MOR96]) report on
tools that optimise class hierarchies without human intervention. Schulz et al. illustrate the feasibility
of refactorings on a subset of C++¢8u 98a].

There exists a web-page discussing "code smells”, i.e. suspicious symptoms in source code that
might provide targets for refactoring. Ske#p://c2.com/cgi/ wiki?CodeSmells

Reverse and Reengineering Taxonomy

[CHIK 90] (reappearedin [@IK 92]) provides a reverse and reengineering taxonomy. Unfortunately,
it does not cover OO specific issues like refactorimip://www.tcse.org/ revengr/ taxonomy.html

Organisations

IEEE Computer Society’s Technical Committee on Reverse Engineerindntednvww.tcse.org/
revengr

e The Reengineering Forum (an industry association).r&pe//www.reengineer.org/



Chapter 1

The Need for Object-Oriented
Reengineering

Reengineering legacy systems has become a vital matter in today’s software industry. In the past few years,
most of the reengineering efforts were focussed on systems written in traditional programming languages
such as COBOL, Fortran and C. But recently an increasing demand for reengineering object-based systems
has emerged. This recent evolution is not caused by failure of the object-oriented paradigm. Rather, it
illustrates that the mere application of object-oriented techniques is not sufficient to deliver flexible and
adaptable systems. This is due to a number of obvious problems:

o Lack of experiencdt requires several years of experience to fully exploit the potential of the object-
oriented paradigm. Such experience is often built up during the initial stages of a project, at the time
when the most crucial parts of the system are implemented.

e Hybrid programming languaged.he use of hybrid languages —like C++ and Ada—, combined with
a "learn on the job” approach, prevents programmers from making the necessary paradigm shift.

e Technology expansionLegacy systems could not benefit from emerging standards (e.g., UML,
CORBA), technological advancements (e.g., design patterns, architectural styles) and extra language
features (e.g., C++ templates, Ada inheritance).

These problems are accidental in nature: given proper training and sufficient tool support they will eventu-
ally be resolved. So why should one worry about object-oriented reengineering, since within a few years
there won’t be any more object-oriented legacy systems? In fact there a more fundamental problem.

The law ofsoftware entropylictates that even when a system starts off in a well-designed state, require-
ments evolve and customers demand new functionality, frequently in ways the original design did not
anticipate. A complete redesign may not be practical, and a system is bound to gradually lose its original
clean structure and deform into a bowl of "object-oriented spaghettil. pAB2], [CASA 98], [BROW 98].

Many of the early adopters of the object-oriented paradigm have experienced such software entropy ef-
fects. Their systems are developed using object-oriented design methods and languages of the late 80s
and exhibit a range of problems that prohibits them meeting the evolving requirements imposed by their
customers. Their systems have become overly rigid thus compromising thier competitive advantage and as
a consequence object-oriented reengineering technology has become vital to their business.

1.1 The FAMOOS Project

The need for object-oriented reengineering technology has been recognised by two of the leading European
companies, namely Daimler-Benz and Nokia. Together with the University of Berne, Forshungszentrum
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Informatik, SEMA Spain and Take5 they started a research project —nesnenos ! — to investigate tools
and techniques for dealing with object-oriented legacy systems.

The handbook you are reading right now is one of the main results ofAk®0s project. It collects
techniques and knowledge on the problem of software evolution with a special emphasis on object-oriented
software. Most of the subject matter is not "new” in the sense that it represents new discoveries. Rather the
handbook regroups much of the knowledge about redesign, metrics and heuristics into a single work that
is focused on object-oriented reengineering.

1.1.1 Case Studies

All the techniques described in the handbook have been verified on six industrial case-studies, ranging
from 50.000 lines of C++ up until 2,5 million lines of Ada. Figure 1.1 provides a quick overview of all of
theFAMOOS case studies.

Lines of Code

2,500,000
2,000,000
extract increase improve portability & u
design flexibility modularity scalability ap) n co nts
350,000
180,000
55,000 60,000

pipeline planning  user interface  real-time system mail sorting network mngmnt.  space mission

Figure 1.1: Overview of theamoos Case Studies

¢ Pipeline Planning.The system supports the planning of liquid flow in a pipeline between multiple
stations. The reengineering goal was to extract design from source-code, in order to reduce the cost
of implementing similar systems, probably in other languages. The system is written in C++ and is
a candidate for being rewritten in Java or Smalltalk.

e User Interface.This software provides graphical representations of telecommunication networks to
telecom operators. The reengineering goal was to increase the flexibility of the software, i.e. improve
its portability, facilitate addition of functionality and enhance tailorability towards customers. The
system is written in C++.

¢ Real-time SystemThis software provide operating system features for embedded real-time con-
trolling of hardware. The reengineering goal was to improve modularity for gaining shorter edit-
compile-run cycles. The system is written in a mixture of C and C++.

e Mail Sorting. A control system for machines sorting mail envelopes. The software is highly config-
urable, to deal with the different ways countries over the world handle letters. The software itself is
based on an internally developed distributed architecture which hindered the future evolution. The

11f you want to read more about tlramoos project and its results, we suggest to browse the web-sites offered by the respective
project partnershttp://dis.sema.es/ projects/ famoos/; http://www.iam.unibe.ch/ famoos/; http://www.fzi.de/ prost/
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reengineering goal was to investigate how new technology could improve the portability and scala-
bility (e.g. CORBA, Java, HTML). The system is written in a mixture of C and C++.

e Cellular Network ManagementThis case-study concerned a management system for digital net-
works. The main goal of the reengineering project was to unbundle the application, i.e. split the
system into sub-products that can be developed and sold separately. The system is written in a
mixture of C and C++.

e Space Mission ManagemenA set of applications that in different combinations form systems to
support the planning and execution of space missions. The reengineering goal was identify com-
ponents in order to improve reliability and facilitate system maintenance. The system is written in
Ada.

1.1.2 Reengineering Goals

From this list of case studies some interesting information can be learned. First of all, the goals and
motivations for reengineering the software systems are quite diverse, yet some common themes emerge.

¢ Unbundling. Unbundle the software system into subsystems that can be tested, delivered and mar-
keted separately.

e Performancelmproving performance is sometimes a goal and sometimes considered as a potential
problem once the system is reengineered.

e Port to other Platform. Porting to other (user-interface) platforms, sometimes requiring overall
changes to the system.

¢ Design ExtractionAlways a necessary step in understanding the system; sometimes even an explicit
reengineering goal.

e Exploitation of New Technologylhis may range from new features of the programming language
up until upcoming standards (CORBA and UML).

1.1.3 Architectural Problems

Besides the motivations for reengineering problems, the case studies experience recurrent problems that are
perceived as key obstacles for achieving the stated reengineering goals. Solving these problems requires
significant human intervention since it involves an intimate understanding of and considerable changes to
the architecture of the legacy system.

¢ Insufficient Documentatiomll of the case studies face the problem of non-existent, unsatisfactory or
inconsistent documentation. Tools to document module interfaces, maintain existing documentation
and visualise the static structure and dynamic behaviour are required.

¢ Lack of Modularity.Most of the case studies suffer from a high degree of coupling between classes
/ modules / sub-systems that hampers further software development (compilation, maintenance, ver-
sioning, testing). A solution will involve metrics to help detect such dependencies and refactoring
tools to help in resolving them.

e Duplicated Functionalityln many of the case studies several modules implement similar functional-
ity in a slightly different way. This common functionality should be factored out in separate classes
/ components, but tools are missing which help in recognising similarities and in restructuring the
source code.
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e Improper Layering.In a few case studies the user-interface code is mixed in with the "basic” func-
tionality, creating problems in porting to other user-interface platforms. A general lack of separa-
tion, or layering, is observed with regard to other aspects (distribution, database, operating system)
in other case studies. In contrast to a lack of layering, one case study suffers from unnecessary
layers. Overly layered modules resulted from each successive developer encapsulating the module
with a new concept instead of revising it. This problem needs tool support for defining layers and
subsequent correction of broken layers.

1.1.4 Code Clean Up

There are quite a number of problems that have to do with "code clean up”. Many of these problems arise
from the lack of familiarity with the new object-oriented paradigm. But several years of development with
sometimes geographically dispersed programming teams that change over time exacerbate these problems.
Since they involve behaviour preserving restructuring of code only, those problems could be identified and
repaired almost mechanically.

e Misuse of Inheritancdnheritance is used as a way to add missing behaviour to one superclass. This
is a often a result of having a method in a subclass being a modified clone of the method in the
super-class.

e Missing Inheritance.ln some cases, programmers have duplicated code instead of creating a sub-
class. In other parts, long case statements that discriminate on the value of a variable are used instead
of method dispatching on a type.

e Misplaced OperationsOperations on objects were defined outside the corresponding class. Some-
times this was necessary in order to patch "frozen” designs.

¢ Violation of EncapsulationThis was observed in extensive use of the C++ friend mechanism. Also,
software engineers rely on the strong typing of the compiler to ensure certain constraints, and af-
terwards use typecasts to circumvent the safety-net. In some cases this leads to redundant type
definitions which contaminate the name space.

e Class MisuseThis problem has been named "C style C++”, although it is observed in Ada as well.
It refers to the usage of the classes as a structuring mechanism for namespaces only. Sometimes this
is necessary to interface with external non object-oriented systems.

1.1.5 Requirements

Last but not least, the case studies impose a number of constraints on the techniques and heuristics pre-
sented in this book.

e Language IndependentAll material in this handbook is applicable on all major object-oriented
languages, in particular C++ and Ada, Java and Smalltalk.

e Scalable.Some techniques and heuristics scale better than others. Rather than restricting ourselves
to those techniques that can deal with small as well as large systems, we choose to specify for every
technigue the scale of systems it can be applied upon.

e Tool Support.There is a heavy emphasis on available tool support for all techniques covered in the
book.
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1.2 Basic Terminology

Before diving in the specific solutions for object-oriented reengineering, it is useful to agree on some termi-
nology. We rely on the taxonomy of Chikofsky and Cross which is well-accepted within the reengineering
community [GHIK 90]. For terminology specific to the object-oriented paradigm, we draw upon the design
pattern book [@MM 95].

¢ Reverse engineeringriginally used for the process of analysing hardware to discover its design,
the term refers to the process of recovering information from an existing software system. In general
reverse engineering seeks to recover information at a higher level of abstraction such as design in-
formation from code. Reverse engineering does not involve modifying the software system: it may
be done as a stage in the reengineering process (model capture), as part of an effort to document the
system, or as an attempt to extract reusable components from the software.

e Forward engineering.Refers to the usual process of software engineering: moving from require-
ments to high-level design, to progressively lower design levels and to implementation. While it
may seem unnecessary to introduce a new term, the adjective "forward” has come to be used where
it is necessary to distinguish from reverse engineering and reengineering.

e ReengineeringReengineering is the modification of a software system which in general requires
some reverse engineering to be done. That is, reengineering requires that we first recover a view of
the system at a higher level of abstraction than the code itself, then make changes to this view and
implement these changes at the code level again. Simplistically, reengineering thus involves moving
from code to model (reverse engineering), making modifications to the model, and then moving to
"better” code (forward engineering).

There is some discussion as to whether or not reengineering involves a change in the functionality
of the system — what it does for the user — since practically speaking reengineering almost always
modifies the existing behaviour of the system, and indeed is usually motivated by a need to meet new
requirements.

e Restructuring. Restructuring refers to transforming a system from one representation to another
while remaining at the same abstraction level. At implementation level, this usually means changing
the code structure without changing the semantics. However, even if the semantics are not changed
at implementation level, restructuring might affect higher levels of abstraction (changing design
vocabulary without affecting the implementation).

¢ Refactoring. Refactoring is restructuring within an object-oriented context. Refactoring involves
tearing apart classes into special and general purpose components and rationalising class interfaces.
The principle behind refactorings is that some relatively simple transformations (e.g., renaming a
class, renaming a method, moving a method or attribute to another class) are combined into quite
powerful semantic preserving transformations (i.e., componentise parts of a class, introduce a bridge
design pattern).

1.3 The Reengineering Life-cycle

In this section we present tifeMOo0OSreengineering life-cycle. We regard reengineering as an evolutionary
process consisting of the following six stages (see also figure 1.2):

1. Requirements analysis: identifying the concrete reengineering goals.
2. Model capture: documenting and understanding the design of a legacy system.

3. Problem detection: identifying violations of flexibility and quality criteria.
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4. Problem analysis: selecting a software structure that solves a design defect.
5. Reorganisation: selecting the optimal transformation of the legacy system.

6. Change propagation: ensuring the transition between different software versions.

(3) Problem Detection (4) Problem Resolution

gt

(2) Model Capture (5) Reorganisation
\ (6) Change Propagation
(1) Requirements Analysis

Chithdvilis i

Figure 1.2: The Reengineering Life-cycle

Several iterations of these re-engineering stages might be needed before achieving a stable system with the
desired degree of generality and adaptability.

Requirements Analysis. The specification of the criteria that the new, reengineered software must fulfill
(for example, faster network performance).

Model Capture. In order to understand and to manipulate an object-oriented legacy system, it is nec-

essary to capture its design, its architecture and the relationships between different elements of its im-
plementation. A common problem in legacy systems is the lack of documentation. As a consequence, a
preliminary model capture is often unavoidable, in order to document the system and the rationale behind
its design. This requires reverse-engineering the legacy system to extract design information from the code.

Problem Detection. According to the reengineering requirements, problem areas within the legacy sys-
tems need to be detected. This requires methods and tools to inspect, measure, rank and visualise software
structures. The problem areas have typically properties that deviate strongly form the properties as they
are defined in the requirements. Detecting the problems with respect to flexibility requires a definition of
these deviations (for example through thresholds on metrics). Problem detection can be based on a static
analysis of the legacy system (i.e. analysing its source code or its design structure), but it can also rely on
a dynamic usage analysis of the system (i.e. an investigation of how programs behave at run-time).

Problem Analysis. Upon detection of possible defects in the legacy system, software developers have

to analyse them; that is, match detected problems against unmet requirements and understand how they
concretely affect the software. Because applications are organised as intricate webs where classes, objects
and methods may participate in various interactions, a detected problem may have to be decomposed into
elementary sub-problems. A selection follows of appropriate target software structures - such as design
patterns - that impart the software with the desired flexibility and functionality. A combination of such
structures may be necessary to handle the particular design defect at hand. A prerequisite for problem
analysis is an identification and specification of software structures to serve as the targets of reengineering,
and a classification that allows to look for target structures corresponding to particular flexibility criteria or
functional requirements.
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Reorganisation. This phase of reengineering consists in physically transforming software structures ac-
cording to the operations selected previously. This requires methods and tools to manipulate and edit soft-
ware systems, to reorganise and recompile them automatically, to debug them and check their consistency,
and to manage versions of software.

Change Propagation. The process of establishing a revised system throughout a corporate software
environment. This might involve reengineering methodology that supports dissemination of improvements
in more than one step.
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Chapter 2

Technigues

To reengineer and reverse engineer a software system one needs a range of techniques. This chapter
provides a summary of the techniques investigated withirrtheo 0S project.

Metrics are definitively appealing as support for understanding huge systemsgB9a], [DEME 99b],
[BAUE 99]. Section 2.1 presents a list of the principal metrics and discussed their possible use and
applicability.

Program Visualization is well suited to help to understand huge systemsNB 99b], [LANZ 99]. Sec-
tion 2.2 presents how the combination of simple graph layouts and metrics gives a quick means to
understand and analyse an application.

Abstracting from the code contributes to the understanding of the system and can help to detect certain
flaws [QluP 99]. Section 2.3 presents how grouping entities at another level of abstraction supports
a first analysis of the system.

Refactoring is now a well-known technique that helps behavior transforming code chaoge: @3],
[RoOBE 97a], [FowL 99]. Section 2.4 will focus more on advanced techniques based on design pat-
tern based trasnformations.
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2.1 Metrics

Author: Markus Bauer

2.1.1 Introduction

What are software metrics? Formally, they measure certain properties of a software project by map-
ping them to numbers (or other symbols) according to well-defined, objective measurement rules. The
measurement results are then used to describe, judge or predict characteristics of the software project with
respect to the property that has been measured. Usually, measurements are made to provide a foundation
of information upon which decisions about software engineering tasks can be both planned and performed
better.

Although software metrics can be used to measure properties of the software development processes as
well as organisations that produce software, we will only deal with software product metrics. These metrics
measure properties of the source code of a software project and are the most interesting ones within the
context of reengineering.

To illustrate the concept of a software product metric, consider one of the most famous software metrics,
Lines of Code This metric measures the size of a piece of source code. We use this example to introduce
the format which we will use to describe the metrics in this text: Each metric is presented with an acronym
and its full name; a scope, explaining what entities of the software system are being measured (the system
as a whole, a class,...); a category (the metrics in this text canduped into certain categories, see
below); a (detailed) description, defining the metric and thus giving the measurement rule; related metrics
that measure the same properties and references pointing to the original paper, where the metric has been
defined first.

LOC - Lines Of Code.

Scope System, Class, Method
Category Complexity

Description Measures the size of a piece of source code by counting its li8gge the size of some
source code can be seen as an indicator of its compl&ig,is often used as a complexity
metric or as an indicator on how much effort required to implement that piece of code.

The line counting is usually done with respect to a certain coding standard which defines pre-
cisely what constitutes a line of code in a particular programming language. This is necessary
for obtaining comparable, well-defined measurement results.

See also —
References [HumpP 97] provides a good discussion of all aspects relatddXG.

Why are software metrics important when reengineering (object oriented) legacy syste@sffware

metrics support numerous reengineering tasks, because they help to focus reengineering efforts. They aid
in forming an initial understanding of the legacy system and can often uncover hints about design flaws
that that are obstructing the modification and extension of the system. Metrics lend themselves we to
automatization and with appropriate tools they can provide easy access to meaningful information about
the source code without requiring you to read through all the source code by hand. Instead you can use the
information to make a more efficient study of the source code based on the points of interest indicated by
the metrics results.

INote, however, that process metrics or metrics that measure resources of an organisation should still be applied in reengineering
projects to support the project management, but this is beyond the scope of this text.
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The next section of this text gives an overview over some important object-oriented software metrics and
explains some basic properties that can be measured by them. This provides the background needed to
present how metrics can be used during reengineering tasks through some some typical usage scenarios
based on some of these metrics. We believe that learning how metrics are applied in these usage scenarios
will illustrate ideas on how to use metrics in your own reengineering projects.

2.1.2 Some Important Metrics

In this section, we present some object oriented software metrics, that have proven to be particularly use-
ful2. These metrics fall into several categories depending on thes aspects of a system they measure. We
have identified the following categoriesomplexitymetrics,couplingmetrics,cohesiommetrics andnher-

itance treemetrics.

2.1.2.1 Complexity Metrics

Complexity metrics measure tmemplexityof an entity of a system. The metrics presented here measure
the complexity of a class. By the term complexity of a piece of software or source code, we usually try to
describe how much effort has to be spent by a software engineer to understand, write or modify that piece
of software — code that is difficult to read and understand is considered as complex. Since measuring the
complexity directly is not possible (since we would have engineers read the code and check how much time
they needed to understand it), we use some metrics to estimate that complexity. The @€t 22),
mentioned above, is an example of such a complexity metric.

One of the well established metrics to measure the complexity of a class is:

WMC — Weighted Method Count.

Scope Class
Category Complexity

Description Measures the complexity of a class by adding up the complexities of the methods defined in
the class.Thus,

WMCZXn:Ci

i=1

wherec; denotes a complexity measurement of method

Complexity measurements for methods are usually given by code complexity metrics like
LOC (p. 22) or theMcCabe cyclomatic complexityThe McCabe cyclomatic complexity
measures the complexity of some code by taking into account the decision structure of the
code, i.e. code that contains a lot of loopsifethen-elseconstructs is considered more
complex.

See also NOM (p. 24) is a special case of this metric — all method complexities are assumed to be 1.
References [CHID 94], [CHUR 95], [ETzK 99]

2Chapter 20 contains a survey and critiques on a large amount of metrics, we used that survey to select the metrics presented here.
Additionally, we recommend [GRE 94] as a good textbook on metrics.
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A special case ofVMC (which is very simple to compute) is:

NOM — Number Of Methods.

Scope Class
Category Complexity
Description Measures the complexity of a class by counting the number of methods defined in that class.
See also WMC(p. 23)
References [HEND 96]

Obviously, complexity metrics play an important role when reengineering software systems: classes with
high complexity measurements are difficult to understand and consequently difficult to change. For details,
check the scenarios in sections 2.1.3.1-2.1.3.4.

2.1.2.2 Coupling Metrics

Another important aspect when dealing with a legacy system is the coupling between classes. A class is
coupledto another class, if it depends on (or knows) that class, for example by accessing variables of that
class, or by invoking methods from that class.

DAC — Data Abstract Coupling.

Scope Class
Category Coupling
Description Measures coupling between classes that results from attribute declarations.

DAC counts the number of abstract data types defined in a class. Essentially, a class is an
abstract data type, therefoBAC reflects the number of declarations of complex attributes,
i.e. attributes that have another class of the system as a type.

See also RFC(p. 24),CBO — Coupling Between ObjedtsHID 94], NIV — Number of Instance Vari-
ables[L ORE94]

References [L1 93], [HiTz 95], [HITZ 964]

The following metric is a coupling metric as well; however, the complexity of the class affects the mea-
surement, thus it cannot be considered as a pure coupling metric.

RFC — Response Set For A Class.

Scope Class
Category Complexity, Coupling

Description Measures complexity and coupling properties of a class by evaluating the size of the response
set of the class.e. how many methods (local to the class and methods from other classes)
can be potentially invoked by invoking methods from the class.

More formally, RF'C for a clasC' is defined aRF'C' = |RS|, where the response sBiS
is given by
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RS=MU | ) Rm
meM
M is the set of methods defineddhandR,, is the set of methods called by methade M.
See also DAC (p. 24),MPC — Message Passing CompleXity 93]
References [CHID 94]

Why are we interested in the coupling between classes? — Classes, that are tightly coupled cannot be
seen as isolated parts of the system. Understanding or modifying them requires that other parts of the
system must be inspected as well. Conversely, if other parts of a system get changed, classes with high
coupling measurements are more likely to be affected by these changes (see scenario in section 2.1.3.3).
Additionally, classes with high coupling tend to play key roles in the system, making them a good starting
point when trying to understand an unfamiliar legacy system (see scenario in section 2.1.3.1).

2.1.2.3 Cohesion Metrics

The cohesiorof a class describes how closely the entities of a class (such as attributes and methods) are
related. Often, cohesion is measured by establishing relationships between methods of the class in the case
where the same instance variables are accessed. A useful metric measuring this property is:

TCC - Tight Class Cohesion.

Scope Class
Category Cohesion

Description Measures the cohesion of a class as the relative number of directly connected metierds
methods are considered to be connected when they use at least one common instance variable.

More formally TCCfor a classC' is defined as follows: Let

NDC = |{(m,n) | methodsn,n access a common instance varigble

be the number of connected methods ahBC' = @ the possible number of connected

methods, then

NDC
e =3pe

See also LCOM - Lack of Cohesion On MethofdSHID 94]
References [BIEM 95], [HITz 95], [HITZ 96a], [ETzK 98]

Cohesion is an important concept: good object oriented design styles usually require that classes have high
cohesion, since they should encapsulate concepts that belong together. Classes with low cohesion often
represent violations to a flexible, extensible or reusable design. All of these are issues that must be dealt
with during reengineering projects. The scenario in section 2.1.3.2 further deals with this issues.
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2.1.2.4 Inheritance Tree Metrics

A basic concept that is central to object-oriented systenmhiexitance Through inheritance, relationships
between objects can be modelled (for exampldgkeerelationship). Moreover, inheritance is often used

to allow for some reuse of existing classes. Accordingly, measuring properties of the inheritance tree of a
system often gives interesting results. Some simple metrics relating to the inheritance tree and its layout
are:

DIT — Depth in Inheritance Tree.

Scope Class
Category Class Hierarchy
Description Measures the depth of a class in the system’s inheritance tree

The DIT-value for a clas®’ is defined as length of the longest path in the inheritance tree
from the root class of the system¢a

See also —
References [CHID 94]

NOC — Number Of Children.

Scope Class
Category Class Hierarchy
Description Counts the number of children (direct subclasses) of a class.
See also NOD (p. 26)
References [CHID 94]

NOD — Number Of Descendants.

Scope Class
Category Class Hierarchy
Description Counts the number of descendants (direct and indirect subclasses) of a class.
See also NOC(p. 26)
References [TEGA 95]

Obviously, the inheritance metrics presented above may be used to measure a special case of coupling — the
usage of classes through inheritance relations. For example, classes widhillealues and highNOC-or
NOD-values are classes that affect a lot of other classes, because they are (direct or indirect) super classes
to them. Changes to such classes are likely to require changes in the subclasses. We believe, however, that
inheritance based properties of a system are more easily understood through visualising the inheritance
tree.

Recently, more sophisticated metrics have been defined that measure the amount of reuse in an inheritance
tree. Because of their complexity, these metrics are outside the scope of this text, we refer you to chapter
20 for a description of these metrics.
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2.1.3 Usage Scenarios

In this section, we present some scenarios illustrating how metrics can be applied successfully in software
reengineering projects.

2.1.3.1 Geta Basic Understanding of the System

Usually, one of the initial steps when reengineering a legacy system is to aquire a basic understanding on
how the system works and how it is structured. However, the documentation alone is typically insufficient.
Therefore some analysis of the system’s source code is required. Thisdel captureand metrics can
provide valuable help during this task.

A good way to start model capture is to find out which parts (i.e. classes) implement the key concepts of
the system. A technique to do this is described inyB 99]: Usually, the most important concepts of a
system are implemented by very fé&ay classes which can be characterised by the following properties:
Key classesnanagea large amount of other classesusethem in order to implement their functionality,

thus they are tightlzoupledwith other parts of the system. Additionally, they tend to be ratimenplex

since they implement much of the system’s functionality.

Based on this observation, it is straightforward to identify these key classes by using both a complexity
metric like WMC (p. 23) and a coupling metric likBAC (p. 24). Figure 2.1 shows a diagram that can be

used for such an analysis — the classes of the legacy system are placed into a coordinate system according to
their complexity and coupling measurements. Classes that are complex and tightly coupled with the rest of
the system fall into the upper right corner and are good candidates for these key classes. To understand how
the legacy system works we should thus concentrate on understanding these classes and their interactions
by studying their source code.

Classes that are
tightly coupled
with other parts of

Key classes are
complex and
tightly coupled
with other parts of

the system

Class 2 the system
20 4 Class 1
Coupling
15
Class 4
¢ Class 3
10 *
5 d
Classes that
0 are rather
0 5 10 15 20 complex
Complexity

Figure 2.1: Finding the key classes in a legacy system

2.1.3.2 Find Violations of "Good” OO Design

Though reengineering projects are usually started in order to make the legacy system satisfy additional
functional or non-functional requirements, general improvements to the software are often desired as well.

3Case studies in [BUE 99] have shown that about 10 % of the classes of a system can be considered as key classes
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One way to achieve such general improvements consists in finding violations of a "good” object oriented
software desigriproblem detection)Unfortunately, there is no consensus on what "good” design really

is, however, some guidelines and principles exist that are considered helpful to achieve an understandable,
flexible and extensible software design. Metrics are particularly suitable to check, whether the legacy
system adheres to such design principles or to find violations of them.

A (very basic) principle in object oriented software engineering states that a class should imgeenent
single concepfof the application domain). Some violations of that principle can be detected by using
software metrics if we make the following assumptions:

e A class that implements more than one concept, has probablgohesiomrmeasurements, since
these concepts can be implemented separately.

e A class that by itself does not implement one concept, i.e. the implementation of the concept is
distributed among many classes, is probadilgiitly coupledo other classes.

Therefore, by applying cohesion metrics liIKEC (p. 25) and coupling metrics likBAC (p. 24) orRFC
(p. 24) to the legacy system, possible violations of the principle "one class — one concept” can be found.
These classes tend to have either IB@G-values or higtDAC-, RFG-values.

For example, classes that have very [0@C-values, can often be split. Sometimes this leads to a more
flexible design, since the two separate classes are easier to understand and are more reusaklé€: Low
measurements can as well point to classes that have not been designed in an object-oriented flavour at all
— these classes are not implementing a self contained object from the application domain, they just group
methods together, acting as a module. In a similar manner other design principles can be checked and
violations can be detected by using metricsg§R96].

However, we should be aware of some difficult issues, when applying metrics for such problem detec-
tions: It is difficult to specify thresholds for the measurements, i.e. values, which classes adhering to a
"good” design should fulfill. Additionally metrics can produce "false alarms”. They can label classes as
being problematic, but there may well be a reason that these classes present untypical measurement values.
Measurement results must always be taken with a grain of salt and problematic results should always be
checked against the source code.

2.1.3.3 Identify Change Sensitive Parts

Whenever we make changes to an existing software system, it is likely that these changes will require
further changes throughout the system since the entities of the system are interdependent. Changes in some
parts of the system can produce a lot of work, if a lot of other parts depend on them, and, inversely, some
parts probably change often during the evolution of a system, because they depend on lots of other parts
and changes to the system are likely to affect them.

To make sure that the system does not misbehave after making some changes, we would be interested in
localizing thesechange sensitivelasses, i.e. classes that are most likely to be affected by changes to a
system because the depend on lots of other parts. To do this, we can use coupling metricdJ&€ the

(p- 24). Classes with higBAC-values "know” a lot of other classes and are therefore change sensitive.
These classes should then be carefully examined and tested after modifications of the system.

2.1.3.4 Track the Evolution of the System

Most software systemsvolveover the time, i.e. new functionality is added, extensions are madé& his
poses an important question: Does the quality of our system decrease during the evolution of the system?
Do some reorganisation raise the quality of the system?
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Metrics can be used to answer these question and to control the quality of the software. A lot of research
work has been done in this area, see for exampteR[i£94], [ERNI 96] or [DEME 99a].

The basic steps of using metrics for quality control are:

1. Establish quality goals for your software.
2. Decide on a set of metrics to check your software with respect to the quality goals.

3. Use the metrics to constantly monitor the quality while the system evolves.

A simple example: a very high level quality goal for a software system could be maintainability, thus,
coupling measurements should not be high in order to ensure that changes to the system do not trigger
changes throughout the system (see 2.1.3.3). Therefore, moniAiGgalues can be promising. When

a significant number of classes evolves to high&C-measurements, some refactorings of the system
could be appropriate, to reduce coupling.

Another application of metrics when tracking the evolution of a system is to identify stable and unstable
parts of your system (for details, seegRE 99c]). Often, this can be interesting information: Stable parts
can be declared as "frozen” and can often be reused in other projects (i.e. factored out into frameworks),
whereas unstable parts should be tested thoroughly.

2.1.4 Summary

In the previous sections we have seen what object oriented software metrics are, and how they can be
applied in reengineering projects. We have illustrated that metrics are able to support model capture and
problem detection phases. Figure 2.2 sums up our experiences with the metrics mentioned in this text and
gives hints on how well these metrics are suited for model capture or problem detection.
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Figure 2.2: Applicability of the metrics
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Reengineering projects can benefit from metrics in the following ways: Applied with well documented
scenarios (as given in section 2.1.3), they make reengineering tasks more organised and focused. They
provide an abstraction mechanism from the huge amount of source code of the legacy system, thus allowing
you to concentrate your work on the important or critical parts of the system that have been identified by
the measurements.

However, metrics can fail. They can point to wrong places in your source code, or you can even miss
important classes of your system, because the measurements just do not "catch” them. Therefore, metrics
should be used with care, and you should always check with the system’s source code or make additional
analyses to avoid drawing wrong conclusions.
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2.2 Program Visualisation and Metrics

Author: Michele Lanza

“Continuous visual displays allow users to assimilate information rapidly and to readily iden-
tify trends and anomalies. The essential idea is that visual representations can help make
understanding software easier’”

[BALL 96]

Although the object-oriented paradigm lets programmers work at higher levels of abstraction than proce-
dural models, the tasks of understanding, debugging, and tuning large systems remain difficult. This has
numerous causes: the dichotomy between the code structure as hierarchies of classes and the execution
structure as networks of objects; the atomisation of functionality - small chunks of functionality dispersed
across multiple classes; and the sheer numbers of classes and complexity of relationships in applications
and frameworks. The fields of scientific visualisation and program visualisation have demonstrated repeat-
edly that the most effective way to present large volumes of data to users is with a continuous visual fashion
[Pauw 93].

In this chapter we list some properties that a graphical representation of source code should possess to be
useful for reverse engineering. We then see in what respect our approach fulfils those requirements and
include a short scenario to explain our approach. We also list some problems concerning the visualisation
of metrics, colors and issues concerning interactivity.

The central point of this chapter is to show how we merge the concepts of program visualisation, metrics
and interactivity. These three aspects are the cornerstones of this work. The concepts that are explained
here have been implemented in a single tool called CodeCrawler, which we present in the next chapter.

2.2.1 Graphs for Reverse Engineering

In this section we list some features that in our eyes graphs for reverse engineering should have. We empha-
sise that we use the term graph in a very broad sense: often we mean its picture or graphical representation
on screen or on paper and not necessarily its scientific definition.

e Simplicity and Quality The first important prerequisite is that the generated pictures of a graph
have to be relatively simple and easy to grasp. The main reason for that is that too much displayed
information overloads the viewer’s perception. This tends to backfire and causes an unwanted infor-
mation loss. A secondary aspect is that simple graphs are also easily reproducible, while complex
techniques like hyperbolic trees Aivp 95] are affected by a considerable complexity which is hard
to grasp and reproduce. Many approaches have been discussed as to how a software entity could be
represented for program visualisation B 96, Pnuw 93, KLEY 88] to name but a few). We think
that a graphical representation of an object oriented entity should be easy to grasp and not make use
of a specific dictionary of shapes which has first to be learned. A graph should be able to transmit
useful information to the viewer at first sight.

¢ Quantity We have to be able to select how much of the subject system we want to display and at
what level of granularity. Thus, we should be able to zoom in and out of such a graph and reduce the
amount of displayed information at will.

e Colors Program visualisation can be supported by colors, because they can attract the eye to inter-
esting hot spots, while other parts of the graph which look less colorful can be ignored by the viewer.
Colors have often been used in program visualisatiow4R®8]. While colors are a good way to
attract the attention of the eye, the usage of too many colors in a graph is not advised, since this
results in an optical overload for the viewer of the graph. We also advise against the use of color
conventions which have first to be learned by the viewer, as this lessens the impact of the colors.
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e Scalability As reverse engineering is especially crucial in very large systems, a visualisation should
be scalable and work if possible at any level of granularity. The number of displayed entities should
not affect the quality of the graph.

e Interactivity. A very important aspect of graphs is not only their layout algorithm but also that they
can provide interactivity to the user through direct-manipulation interfaces. Making a static display
of nodes and trying to extract information from the graph has clearly defined limits, which we discuss
below in Section 2.2.2.

e Metrics. Although intangible in the physical sense, softwaassize. It can be measured, especially
in object-oriented code we can assign numerical values (metric measurements) to its entities. Al-
though the concept of software is abstract and often exists only in the head of the programmer, we
can measure it. Once we can measure it, we can assign a size to it and represent this size graphically.
We think that metrics enrich the semantic value of a graphical representation of a software entity,
and discuss this below in Section 2.2.4.

2.2.2 Interactivity

A graph which lacks interactivity has certain drawbacks:

1. The user can’t produce new views starting from a part of the graph.

2. The user can't find out secondary information (e.g. he can’t inspect the nodes or browse through

their source code).

3. The user can't reduce the amount of displayed data by either removing nodes by hand or by filtering

out nodes through algorithms.

Those limits can be overridden if the graph is interactive:

o If we produce a view on a system and one particular node is drawing our attention, we'd like to
know more about this node and the entity that it is representing. So we should be able to know its
name, to have a look at its properties, to zoom in into the node, to have a list of all nodes that have a
relationship with this node, or even to have a look at the source code behind the node (suppose the
node is a method).

e Starting from a part of the graph or from one single node we’d like to be able to generate new views
without having to go through the whole graph generation procedure again. The viewer should be
able to 'navigate’ around the code travelling from one point of interest to the next.

e Sometimes the relationship edges in a graph make the whole graph look like a cobweb. We should
be able to switch off edges and switch them on again on demand depending on nodes we selected,
etc.

e Suppose we have displayed a graph with a lot of nodes and edges. One particular node is of interest
to us. But since there are too many edges in the graph it's hard to see how many times and to
which other nodes the node in question is connected. So the graph should also be able to provide
a ’highlighting feature’ where we can display on top of all edges and nodes the connections of the
node in question. It is important to note here that compared to the previous point we don’t want to
reduce the complexity of the displayed graph. We just want to have a better view on it.

It is an important point we are stating: The interactivity of a graphasjust a nice featurdut one of its
most important aspects
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2.2.3 The Use of Layout Algorithms

Perhaps the most difficult aspect of showing software through graphs involves the graph layout problem.
The nodes and edges of the graph must be positioned in a pleasing and informative layout that clearly
shows the underlying graph’s structure. Many techniques have been proposed for laying out arbitrary
graphs. Unfortunately, in practice, drawing informative graphs is exceedingly difficult, particularly for
large systems. The resulting graphs, even when drawn carefully, are often too busy and cluttered to interpret
[BALL 96].

The opposite case can also be true: sometimes elaborate layout algorithms can’'t ameliorate the user’s
perception or can do that only at the cost of algorithm complexity: There are various (and sometimes very
complex) techniques to display a tree graph, but in the end it’s still just a tree.

However, we don’t want to minimise the importance of complex layout algorithms, on the contrary: we
believe they could bring many more benefits than drawbacks. Good layout algorithms just were not part of
the constraints of this work. But it is certainly a very promising field of research in this context. The layout
algorithms used in this work are discussed in detail in Section 2.2.6.

2.2.4 The Use of Metrics in Graphs

In [BALL 96] the following statement is made: "Software is intangible, having no physical shape or size.
Software visualisation tools use graphical technigques to make software visible by displaying programs,
program artifacts, and program behaviour.”

It is obvious that everything regarding metrics possible through their graphical display is also possible by
just calculating and analysing the metric measurements. So the question arises why we should have a
graphical display of them, since the information sought is in the metrics themselves. But in the same way
one could think to listen to music by just reading the partiture of a song instead of using the sense normally
designed for that (the hearirfglWhat changes is the perception and the impact of what is perceived.

Our Idea. The whole concept is fairly easy: we map metric measurements of software entities on their
graphical representation on the screen. As we said before we chose the entities to be represented by
rectangles. Rectangles have a certain width and a certain height. They can be filled with a color. Their
position can also bear a certain amount of information.

With this approach, in a two-dimensional graph consisting of nodes and eventually edges between the
nodes, up to five metrics can be assigned to a node and rendered visually at the same time. These are:

1. The X coordinate of the position

2. The Y coordinate of the position

3. The width

4. The height

5. The color shade

This concept is rendered clearly in Figure 2.3, where we see where the metrics can be applied on a node.

Not every graph can make use of five the metrics at the same time. In a graph that does not have an origin
(which defines an absolute coordinate system) it makes no sense using two metrics for the position of the

4A short comment on perception: the size of software can be seen through other means: if we scroll through the source code of
a very large class, we probably have to either move the mouse or press some keys on the keyboard to scroll on. This physical act of
scrolling can also transmit size and complexity to the viewer.
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Figure 2.3: An example of nodes and their possible metrics.

Color Shade

nodes. A good example for such a graph is a tree graph, where the position on the nodes is implicitly defined
by the logical position of the nodes in the tree. Another property which came up during our experiments
was that sometimes the multiple use of the same metric (for example if we choose the same metric to reflect
width and height) can emphasise certain parts of the graph and render them more clearly for the viewer.

2.2.5 A Concrete Graph Specification.

In our approach &oncrete graphthis means the resulting displayed graph, is the combination of four
factors :

1. The Graph Type. Its purpose is to render a certain aspect of a system: a tree graph is good for
displaying hierarchical information, a circle for communication, a confrontation graph for depen-
dencies, etc.

2. The Layout Algorithm . Starting from the original idea of the graph, variations refine the concrete
display. The layout takes into account the following issues:

e Display concerns (i.e. the fact that the complete graph should or not: fit into the screen, min-
imise the space used, sort the nodes according to certain criteria, etc.).

e The entities and their relationships. This implies the choice of the represented entities (class,
attribute and/or method) to be rendered as graphic elements and the logical link between the
graphical elements and the metrics. For example in some graphs the position of the nodes
reflects the size of the entities whereas in others this is the size of the node.

3. The Metric Selection Once the layout algorithm stands, metrics are associated to the graph. This
application depends on the specification of the previous step.

4. The Interaction. Since the goal of a graph is to support the reverse engineering of the application,
the interaction that a user can perform should be specified. All the graphs support basic navigation
functionality which allows one to access code elements. However, the interaction is refined for
specific graphs, for example to walk through it, to highlight the edges, to zoom in/out, etc.

2.2.6 A Short Example

To make the whole idea of visualising software structures with the help of metrics a bit more understandable
we included here a short example of our approach.
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Eiﬁ.

Figure 2.4: A simple inheritance tree.

Suppose we want to understand the inheritance hierarchy of a small system. The idea that comes up is to
display the graph as atree. The nodes in tree represent classes, the edges represent inheritance relationships.

The layout algorithm for displaying a tree is arbitrary, for reason of simplicity we chose a very simple
one, which sometimes can make edges cross nodes, but it renders the whole concept nonetheless. Keep in
mind that this layout part can also make use of very complicated algorithms for space optimisations, edge
crossing reduction, etc.

Once we have displayed the tree as we see in Figure 2.4 we apply size and color metrics to the nodes.
The use of position metrics is not possible here, as the position of the nodes is intrinsically defined by
their logical position in the tree. As the nodes represent classes, we use class size metrics. The width and
height of the nodes render the number of methods (NOM) while the color renders the number of attributes
(instance variables).

iy

T

Figure 2.5: An inheritance tree that makes use of size and color metrics.
Once the tree is rendered as in Figure 2.5 we can start interacting with the graph. We can freely move
nodes around, delete them, inspect them (i.e. browse the underlying classes), filter out parts, etc.

In fact, if we left out the interactive part, the amount of useful information that we could extract would be
limited to the display in Figure 2.5.



36 Techniques

Useful Graphs

This section is dedicated to the graphs which prove to be useful when it comes to the understanding of
software systems and the detection of design problems using the approach discussed in this work. Although
this may seem a little confusing, what in this chapter is called a ‘useful graph’ is not only its layout,
but primarily thecombination of a layout with object-oriented metrics and the consequent extraction of
information made by the viewer through interaction with the graph

The following is structured as follow:

e Graph Structure. Section 2.2.7 presents the structure we adopted to describe a useful graph. Every
useful graph is presented using this format.

e Case Studies.Section 2.2.8 is a short presentation of the two case studies we chose to apply each
useful graph on.

e Layout Algorithms. Section 2.2.9 presents the layout algorithms we selected.

e Useful Graphs. In section 2.2.10 we present the useful graphs divided into the 4 distinct groups:
class method attribute andclass internal The names indicate which kind of entities are displayed
in the graphs. Class internal treats the special case where methods and attributes are displayed at the
same time.

2.2.7 Graph Structure

For each graph which we treat in this chapter, we discuss the following properties:

Graph: Indicates what type of graph and layout has to be chosen, and whether a sorting of the nodes has
to precede the display.

Scope: At what granularity level the graph can be applied. We differentiate betiullesystemsubsystem
andsingle class Sometimes the subsystems are indicated as a single inheritance hierarchy. We also
indicate if the graph is language specific.

Metrics: We list five metrics in the following order: width metric, height metric, color metric, horizontal
position metric, vertical position metrics. When we write a dash (-), this means that the metric should
not be set. In case we write an asterisk (*) this means that the metric can be set freely. In the case
of class internal graphs we repeat the five metrics twice, once for the method nodes and once for the
attribute nodes.

General idea: We write what the graph is all about and what ideas lie underneath it. We also indicate what
the user should be searching for in the graph.

Results: Here we present the results obtained after applying the graph on our case studies.
Possible Alternatives: We list a few alterations that could be made regarding the metrics, so as to obtain
slightly different graphs, and list also some eventual interactions that could be applied on the graph

to increase its usefulness.

Evaluation: Some statements about the advantages and drawbacks of the graph.
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Application ‘ Refactoring Browseﬂ Duploc ‘

Classes 166 123
Methods 2365 2382
Attributes 365 386

Table 2.1: An overview of the size of our case studies.

2.2.8 Case Studies

This section contains a short overview of the systems we used as case studies for this work. Basically we
use them to test the graphs listed in the remainder of this chapter. We chose these two case studies for the
following reasons:

¢ Availability. Both case studies are public domain and can be downloaded freely. With this point we
can ensure that the results are reproducible.

e Size. We chose two case studies which can be termed as beingeéeye sizend are represen-
tative of medium-sized standalone applications. We think that very small applications can't reflect
results properly because the purpose of most graphs is coping with complexity, which in such cases
is not necessary. On the other hand, if we had chosen very big applications, it would have been hard
to present results in a concise manner, because many graphs can be applied in various areas and at
various levels of granularity.

o Level of maturity. We chose one very mature application which has gone through some refactorings
and redesigns, and another one which has been developed in a rush and which has yet to undergo its
first redesign. We did this to see if the results of our experiments would differ and in what way they
would do that.

Refactoring Browser. The Refactoring Browser is a widely used tool for the implementation of Smalltalk
programs [RBE 97a]. We took it as a case study because it is an application which has gone through
several refactorings and redesigns and has been written by some very experienced programmers. This
guality of implementation should thus be visible in such a system. It is a medium sized application as we
can see in table 2.1.

Duploc. Duplocis a tool for the detection of duplicated codeg® 98]. Duploc was the first application

written in Smalltalk by its developer, Matthias Rieger and has yet to undergo its first major redesign. Thus
we expect it to have some of the flaws which new systems tend have, like oversized classes and methods,
obsolete attributes, etc.

2.2.9 Graphs

This section is dedicated to the graphs and layouts we have selected to implement in CodeCrawler. We
discuss the properties, advantages and drawbacks of each one of them. We include this here because they
are mentioned throughout the remainder of this chapter.

We discuss the original idea of a graph and the scope of its applicability. Each graph has at least one
possible kind of layout and we discuss it with a regard for the metrics that can be applied for that special
layout. Sometimes a sorting of the nodes has an influence on the usefulness of a graph and we discuss that
as well as the general pros and contras for each graph.

In Table 2.2 we have an overview of all graphs and their properties supported by CodeCrawler.
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Graph Type | Metrics | Entities | Sort | Scope

Tree 3 C Global
Correlation 5 CMA Global- Local
Histogram 3 CMA X Global- Local
Checker 3 CMA X Global- Local
Stapled 3 CMA XX | Global- Local
Confrontation| 3 + 3 MA X Local

Table 2.2: CodeCrawler’s graph layouts.

The 'Metrics’ column specifies how many metrics can be rendered by the graph. 5 means that the a single
node can render 5 metrics at the same time. 3means that two separate groups of entities and metrics

can be defined. The 'Entities’ column refers to the kind of entities the graph can be applied upon: C for
class, M for method and A for attribiteThe *Scope’ column specifies if the graph can be applied to the
complete (sub)system or only to some entities like a class or a method. The 'Sort’ column indicates if a
sorting of the nodes according to a certain metric measurement can enhance the usefulness of the graph in

guestion.

5The limitation to these three types of entity is due to the current implementation of the Moose model. Future implementations of

it may include supplemental entities.
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2.2.9.1 The Tree Graph

Figure 2.6: A tree graph of a system.

Overall Idea. A tree graph is useful for the display of hierarchical structures like inheritance hierarchies
containing classes. The nodes represent classes, while the edges between the nodes represent inheritance
relationships.

Scope. The scope of this graph ranges from very large systems to subsystems consisting of few classes.
A requirement is that there is some usage of inheritance in the system. Otherwise the graph gets very flat
and wide.

Layouts. We implemented three slightly different layout algorithms, which we simply called left, cen-
tered and right. Each one of them is based on recursion.

Metrics. The number of possible metrics that can be applied is 3. The two position metrics cannot be
used, as the position of the nodes is defined by the layout algorithm. However, a virtual fourth metric is
present, HNL. It is rendered by the layout algorithm through the vertical position of the nodes.

Sort influence. This graph is one of the few cases where a sorting of the nodes is not advised, as it
disturbs the recursive layout algorithm.

Proetcontra. The advantage of this graph is that it can render a complex system in a very simple manner.

Its only drawback is that because the position of the nodes is defined by the layout algorithm, this graph
tends to get very large for big systems and will sometimes not fit on one single screen. The use of node
shrinking can alleviate this problem.
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2.2.9.2 The Correlation Graph
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Figure 2.7: A correlation graph of method nodes using LOC and NOS as position metrics.

Overall Idea. This graph can render the relationship between two metrics when they are applied to
entities. The two metrics are directly mapped onto the position coordinates of the nodes. This graph needs
an absolute origin within a coordinate system, which in our case is the upper left corner of the graph. If the
chosen metrics are in close relation to each other, the nodes are positioned along a certain correlation axis,
which is defined by the metrics. If a node finds itself far away from this correlation axis, it means that its
metric measurements are somehow abnormal compared to the other nodes and should be inspected. Very
large measurements put a node far away from the origin, if one of the two position metric measurements is
very small, the node finds itself near the left or top border of the graph.

Scope. This graph can be applied to any type of entity. The maximum number of displayable nodes is
very big, as the expansion of the graph drawing depends on the outliers in the system and not on the number
of displayed nodes. This involves an overlapping of nodes, which however is not negative, because we are
mainly interested in the outliers (i.e. the extreme values).

Layouts. There is only one possible layout in this case, which directly maps the position metrics to the
position of the nodes.

Metrics. The number of possible metrics that can be applied is 5. Indeed, each metric can be applied in
this case. However, if we choose to select size metrics this involves that the nodes overlap, while without
size metrics the nodes will either be positioned next to each other or cover up other nodes entirely. The
overlap problem is especially acute when the chosen size metrics tend to have big values, like LOC.

Sortinfluence. A sort has no influence on the layout.

Pro et contra. The main advantage of this graph is its scalability. Another advantage is that we can
pick out the outliers at one glance. The drawback is a certain loss of overview, because the nodes overlap.
However, as we often do not make use of size metrics for this graph, we can circumnavigate this problem.
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2.2.9.3 The Histogram

Figure 2.8: A horizontal histogram.
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Figure 2.9: A horizontal histogram using the size addition layout

Overall Idea. A histogram provides a representation of the distribution of entities related to a certain
metric. The distribution of the nodes can in turn give us general information about a system. For example
if we use as vertical position metric LOC of methods, we are able to gather if the methods tend to be
overlong or not, and if there are any significant outliers.

Scope. This graph can be applied to any type of entity, class, method or attribute. The number of dis-
playable nodes is also very large. However, since a large part of the nodes distribute around a certain value,
a few of the rows of this graph can get very large and eventually get bigger than the screen. This problem
is sometimes acute if we use the size addition layout described below. One of the fields where its use is
advised, is to make a distribution of the methods of single classes or of attributes of subsystems.

Layouts. There are two possible layouts. The first, calletizontal ignores size metrics and displays
every node with the same size. The second one, csitedaddition makes use of the width metric, and

puts the nodes next to each other, while taking their size in consideration. Only the horizontal layout can
be considered to be a real histogram, the kind which is used in the field of statistics.

Metrics. The number of possible metrics depends on the used layout. The horizontal layout can make
use of 2 metrics, namely the color and the vertical position.The size addition layout can also make use of
the width metric.

Sortinfluence. In the case of the horizontal layout, a sort has a positive effect if we take the color metric
as sort criterion. It makes the detection of color metric outliers easier. In the case of the size addition
layout, a sort according to the width metric also has some positive effect for the detection of width metric
outliers.

Pro et contra. This graph shows a good behaviour in terms of scalability. Its major drawback is that
the vertical position metric needs to have a rather large measurement interval, otherwise the nodes will be
distributed all near the same vertical position.



42 Techniques

2.2.9.4 The Checker Graph
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Figure 2.10: A checker graph using a sorted horizontal layout.
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Figure 2.11: A checker graph using a quadratic layout with method nodes and invocation edges.

Overall Idea. The base idea for this kind of graph is simplicity. We want to lay out nodes without a
special algorithm, we just place them one next to each other, to prevent them from overlapping.

Scope. This graph scales up quite well (especially if node shrinking is applied). Therefore it can be used
for any kind on entity. However, it's not advisable to use edges in this graph, because it looks very chaotic,
as they will cross the nodes.

Layouts. Thefirstlayoutkind is calleiorizontalandvertical. We just place the nodes next to each other.
We see such a layout in Figure 251 ®ecause this wastes a lot of space, we introducequbdraticlayout
which tries to lay out the nodes to make them form a rectangle, whose width is dependent of the number of

6This figure suggests that a histogram is a special case of a checker graph. This is not true: a histogram makes use of a more
complex layout algorithm which makes use of position metrics, as we see in the following subsections.
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Figure 2.12: A checker graph using a maximal space usage layout.

displayed nodes. The graph which makes the best use of space ismaktedal space usagwhich tries
to put as many nodes on the visible part of the drawing as possible.

Metrics. As the position metrics can’t be used in this graph, we can only use size and color metrics.

Sort influence. The sort is essential for this graph. Indeed, if we don’'t make use of it, the nodes are
placed randomly on the screen and it will be very hard to discern significant nodes. If we do make use of a
sort according to a metric (especially the width metric), the detection of outliers will be very easy.

Proetcontra. The advantage is that we end up with a very easy to analyse layout. If the nodes are sorted,
the detection of outliers is very easy, and the detection of suspicious node shapes is easy as well. This graph
scales up well and several hundreds of nodes can be displayed at the same time without overlapping.
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2.2.9.5 The Stapled Graph

Tl

Figure 2.13: A stapled graph of class nodes.

Overall Idea. The idea for this graph came up when we tried to cure a small flaw in the horizontal
checker layout: The width of the whole graph is defined by the summed widths of the nodes and cannot be
influenced by the user. In such cases it often happens that the checker graph is wider than the screen. The
stapled graph is thus a derivate: the user can indicate the maximum width of the graph he'd like to have,
and all the node are accordingly shrunk in their width to make the graph fit the indicated space.

Scope. This graph can also display any kind of entity.

Layouts. A this time there is only one possible layout, which displays the nodes horizontally.

Metrics. The size and color metrics can be used, while this is not possible for the position metrics.

Sort influence. The sorting of nodes is essential for this graph to get some meaningful results. In fact it
can be used for the detection of outliers regarding the height metric, if the nodes are sorted according to
the width metric. If the two metrics are in close relation we often get a "staircase effect” because the nodes
tend to get equally bigger in width and height. If this is not the case, the staircase effect breaks and we’'ll
be able to easily detect those cases.

Pro et contra. One major drawback is that the width of a node will not directly reflect its metric, because
it's being distorted by the graph width mapping function. Another drawback is that if the summed undis-
torted node widths of all nodes is bigger than the desired graph width, the nodes are shrunk in their width
(otherwise they will be enlarged). If this shrinking is heavy, many small nodes will somehow disappear
because they get very narrow, often only one pixel wide. The pro is obviously the intuitive detection of
abnormal nodes whiction’t have to be outliers, but which stand out because two normally related metrics
are not closely related in their case. Another pro is also that the graph will always fit the screen.
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2.2.9.6 The Confrontation Graph

[u]silm]ululalsla]slsa]ss]ss]uls]alula] [ul=[=lals(s]a]sla]ss]ss]alulalala alala]s]a]a]s]a]su]a]a]u]a]a]a!

Figure 2.14: A confrontation graph using an horizontal layout

Overall Idea. This graph grew out of the necessity to display the access relationships between methods
and attributes. An access is the only type of relationship between two entities of a different type.

Scope. This graph can only be applied on methods and attributes at the same time with accesses as edges.
It's best used with the methods and attributes of one class.

Layouts. There are two possible displays. The first, called eitt@izontalor vertical displays on one

row (column) the attributes and on the other one the methods. We can see such a layout in Figure 2.14.
However, since in a class often the number of methods is much greater than the number of attributes,
and the graph very soon gets larger than the screen, we introductdghaowlayout. In this case the
attributes are in the middle row, while the methods are in the upper and lower row.

Metrics. The size and color metrics can be used, while this is not possible for the position metrics.

Sort influence. A sort is advised for this graph. In the case of the method nodes it's especially useful
according to the metrics LOC, NOS and NMAA. In case of the attribute nodes it's best to use NAA. If such
a sort is applied, the number of edge crossings tends to drop and makes the graph look less cluttered.

Pro et contra. The major contra for this graph is that there is no special ordering of the nodes like
clustering, except for a possible sort. However, it's the best graph to look at the internals of a class.
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2.2.10 Useful Graphs: Class Graphs

In this section we list all graphs which display class nodes. We have noticed that the following graphs can
be separated in two distinct groups. The graphs in the second group are normally applied after those in the
first group, because they address more precise issues. We distinguish the following groups:

1. Those which serve primarily for system understanding. They work at a higher abstraction level, and
in some cases can only return a general statement about the system. Problem detection is secondary
in such graphs and in some cases not even possible. The following graphs fall under this category:

e SYSTEM COMPLEXITY, Section 2.2.10.1.

e SYSTEM HOT SPOTS Section 2.2.10.2.

e WEIGHT DISTRIBUTION, Section 2.2.10.3.
e ROOT CLASS DETECTION Section 2.2.10.4.

2. Those which primarily address problem detection, and secondarily program understanding. They

must be applied on subsystems, rather than full systems. We list the following:
e SERVICE CLASS DETECTION Section 2.2.10.5.
e COHESION OVERVIEW, Section 2.2.10.6.
e SPINOFF HIERARCHY, Section 2.2.10.7.

INHERITANCE IMPACT, Section 2.2.10.8.

INTERMEDIATE ABSTRACT, Section 2.2.10.9.



2.2 Program Visualisation and Metrics (by M. Lanza) 47

2.2.10.1 System Complexity

Graph Inheritance tree, without sort.

Scope Full system.

Metrics

Size NIV (number of instance vari; NOM (number of methods)
ables)

Color WLOC (lines of code)

Position | - ‘ -

General Idea: This is one of the first graphs that should be applied to a system. It is an overview of the
inheritance hierarchies of a whole system. This graph can give clues on the complexity and structure of
the system (how many classes are present?), as well as information on the use of inheritance in the system
(how deep do the hierarchies go and is the system in general flat or deep?). If we furthermore apply some
class complexity metrics we can extract some more information. In this case we use as size metrics NIV
and NOM, while for the color we choose WLOC. The detection of aberrant classes is now made easy: we
can see if there aneery large classesmall classesr evenempty classes

Results with the Refactoring Browser: In Figure 2.15 we see th&&ySTEM COMPLEXITY graph applied

on the Refactoring Browser. It shows few stand-alone classes and a few deep hierarchies. The first thing
that strikes the eye is the claBsowserNavigatorfA) which has a huge number of methods (175) and
lines of code (1495) compared to the other classes present in the system. At the same time it only has
one instance variable (this is the reason for its very narrow look). It may be a case for refactoring. If we
take a look at the inheritance tree on the right side we can spot theBiR&mtementNod®) which is
completely empty. When | asked the developers of the Refactoring Browser about this case, they told me
that they were aware of the problem and that this class had been created to duplicate a hierarchy of another
program. The same case can be spotted on one of the stand-alone RlefssteringError(D) which is

also empty. The next point of interest is the cl&Scanne(C) which has the most instance variables

(14) while it implements comparatively few methods (52). Perhaps this massive stand-alone class could be
split up into subclasses. Another thing we can see is, that in the inheritance hierarchy in the middle of the
graph, the root clasRefactoring(E) is implementing by far the most methods, while there are quite a few
very small classes deeper down the inheritance chain.
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Figure 2.15: The system complexity graph applied on the Refactoring Browser using as size metrics NIV
and NOM, and as color metric WLOC.
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Results with Duploc: When we apply thesySTEM COMPLEXITY graph on Duploc, we can spot the
following in Figure 2.16: The system shows some very flat inheritance hierarchies, with many stand-alone
classes which can have considerable sizes. This could mean that the system has not yet been refactored.
There are three deep hierarchies, although in all three we can see that the main work is being done by the
roots, which indicates top-heavy hierarchies. We also see that the maicallassDuplocApplicatiorfA)

is very large and has only one very small subclass called it Duplocinformationuigshough Duplo-
cApplicationhas the most methods and has the second most instance variables, the class with the most lines
of code isFastSparseCMatrixB). This class has only half the number of method®aplocApplication

(74 vs. 130) but has nearly twice as much lines of code (1641 vs. 1060). Because of this we can already
deduce thaFastSparseCMatrikas some very long methods. The third point of interest are the classes on
the left side (C): all of them are empty. These classes have become empty after being exported from the
ENVY environment. The fourth eye-catch is the cl&sValueColoringMode{D) on the right side. This

class has the most instance variables (20), but only 52 methods. This may indicate that it is a service class
which implements a lot of accessor methods. This supposition is being enforced by the light color value
which is a sign for few lines of code (402), and is confirmed when we browse the source code of this class.

Figure 2.16: The system complexity graph applied on Duploc using as size metrics NIV and NOM, and as
color metric WLOC.

Possible Alternatives: The color metric can be varied at will, especially class complexity metrics like
NCV (number of class variables) prove to be useful.

Evaluation: This is certainly one of the first graphs that should be applied to a system, as it can return
information on the structure and complexity of the subject system. However, it suffers one small drawback,
which shows in very large systems: Sometimes the number of classes we want to display is so large that
this graph takes several screens of place. It is difficult then to discern the outliers in the systems at one
glance. The system hot spots graph discussed in Section 2.2.10.2 can counter this problem.

"The InformationMural is a subapplication of Duploc included in a latter phase of development. Evidently the developer did not
want to write an own main application class from scratch, but preferred to take the existing one, subclass it and override only some
needed methods. This explains the small size of this class.
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2.2.10.2 System Hot spots

Graph Checker, quadratic, sort according to width metric.
Scope Full system.
Metrics

Size NOM (number of methods) NIV (number of instance vari-
ables)

Color WLOC (lines of code)
Position | - ‘ -

General Idea: For very large systems it’'s hard to decide where to start looking for problems hot spots.
One general rule is to look for very large or complex classes regarding their number of attributes and
methods. The graph described here is a very simple display of all classes in the system sorted according
to a certain metric. The nodes are placed next to each other to prevent overlapping. This graph detects
outliers very easily because of the sorting. We distinguish the following:

e Large nodes at the bottom of the graph. These represent the biggest classes in the system.

e Small nodes at the top of the graph. These are the smallest classes which can sometimes even be
empty.

e Very flat nodes. These nodes possess very few (if any) instance variables.

e Rather high nodes. This is seldom the case, as classes rarely have many attributes. Sometimes we
can detect configuration classes like this.

Results with the Refactoring Browser: In Figure 2.17 we get &O0T sSPOTSview on the Refactoring
Browser. While in Figure 2.15 we had to search for the biggest and smallest nodes, this is made easy in
this kind of graph because the nodes have been sorted: as before we can locate BrewksesdNavigator

(A) andBRScanne(B). The sorting of the nodes makes it easy now to detect empty or very small classes,
which find themselves at the top of the graph (D). Our attention is now also drawn to other classes like
BrowserApplicationMod€g[C), which implements 38 methods while it defines no instance variable, which

is visible by its flat shape. The view on the shape of the nodes is also facilitated, we can now detect classes
like MoveVariableDefinitionRefactorin@), which defines 6 instance variables while it implements only

7 methods (mainly accessors), giving it nearly a square shape.

Figure 2.17: The system hot spots graph applied on the Refactoring Browser using as size metrics NOM
and NIV, and as color metric WLOC. The nodes have been sorted according to NOM.

Results with Duploc: TheHoT PoTSsview on Duploc reveals also some information which could not be
seen at first sight in Figure 2.16, as we see in Figure 2.18. We see Duploc has either very large classes
(A)(B), or very small ones (D). We can also locate some classes with many instance variables (C). Two
classes which could be interesting for further investigation because DtiatecCodeRead€F) (32 meth-

ods, 17 instance variables) aBdiplocProgressMetefE) (15 methods, 9 instance variables): both classes
have many instance variables and few methods, which could indicate service classes apt for refactoring.
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Figure 2.18: The system hot spots graph applied on Duploc using as size metrics NOM and NIV, and as
color metric WLOC. Sort according to NOM.

Possible Alternatives: The color metric can be varied at will. A sort according to other metrics (espe-
cially WLOC and NCV) can also give interesting results which emphasise certain nodes.

Evaluation: The main drawback of theysTEM cOMPLEXITY graph described in Section 2.2.10.1 is

the fact that through the ordering of the nodes in tree structures we lose track of the size of the nodes
all too easily. Only extreme cases strike our eyes. IheTEM HOT spoTggraph described here makes

this up through the sorting of the nodes and an ordering of them which reflects this sorting. However we
lose the notion of inheritance in this case, since displaying the edges would mess up the view. A certain
disadvantage of this graph is that the more nodes we display the more space is needed.
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2.2.10.3 Weight Distribution

Graph Histogram, size addition layout, sort according to width metric.
Scope Full system.

Metrics

Size NOM (number of methods) ‘ -
Color HNL (hierarchy nesting level)

Position | - ‘ NOM

—
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Figure 2.19: The weight distribution graph applied on the Refactoring Browser. As width and vertical
position metric we use NOM, as color metric we use HNL.

General Idea: With this graph we are able to make a general assessment on the system we are inves-
tigating. The width and the vertical position of the nodes is reflected by NOM, the color represents their
HNL. This means that the deeper down (in the graph) the class nodes are, the more methods these classes
implement. A dark node on the other hand means that the class it represents has a deep hierarchy nesting
level. The possible assessments we can now make are:

e The system isop-heavy This means that the classes that implement the most functionality are high
up in the inheritance hierarchies. Such a graph has big nodes (on the bottom of the graph) which
have very light color values (because their HNL is small). Top-heavy systems suffer when it comes
to subclassing and reusing, because their root classes do too much themselves.

e The system ibottom-heavyThe most functionality is implemented in classes deep down the inher-
itance hierarchies. Such a case displays dark, big nodes on the bottom of the graph. Bottom-heavy
systems are sometimes the results of overzealous abstracting mechanisms.

e The system igven This display looks somehow chaotic, because the dark and light nodes distribute
themselves over the whole graph. This case balances the two cases described above.

Results with the Refactoring Browser: The Refactoring Browser is an evenly distributed system, as we
see in Figure 2.19: It's not possible to locate a majority of the dark or the light nodes on a certain area of
the graph, although we can see there are three big classes marked as (A) high up the hierarchy.
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Figure 2.20: The weight distribution graph applied on Duploc. As width and vertical position metric we
use NOM, as color metric we use HNL.

Results with Duploc: Duploc is clearly a top-heavy system, as we see in Figure 2.20: The dark nodes are

all very small (small NOM) and thus located on the top region of the graph. The big classes on the bottom
of the graph are all very light (high up in the hierarchy). The system is thus to be classified as top-heavy,
which is mainly due to its young age: Duploc has not yet undergone a reengineering or refactoring. It

should be analysed on whether it's possible to introduce a supplemental abstraction level high up in the
hierarchy.

Possible Alternatives: The width metric can be varied, especially NIV (number of instance variables)
can give some supplemental information on the complexity of the classes. The color metric can also be
changed, especially WLOC (lines of code) shows a good behaviour.

Evaluation: This graph can make a general assessment about the system. Such an assessment may not
be very useful and will most probably not involve a specific problem, but upon such statements about the
subject system we can vary our approach. In fact, the more we know about the system before we dive into
its details, the more precisely we can deploy the other graphs.
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2.2.10.4 Root Class Detection

Graph Correlation.
Scope Full system or very large subsystems.

Metrics

Size | E

Color *

Position | WNOC (total number of chil-{f NOC (number of children)

dren)

General Idea: In very large systems with many inheritance hierarchies it may be difficult to identify at
once the classes which have the most impact on their subclasses. The impact of a class on its descendants
can be measured with the number of direct subclasses and the total number of subclasses of a class: the
more there are, the more the functionality implemented in a root class is used. This graph shows the
correlation between WNOC (total number of subclasses) and NOC (number of direct subclasses).

The further away from the origin such a class node is, the bigger is its impact. The type of inheritance used
for a class can also be identified with this graph:

¢ If a node is positioned on the right side of the graph, while holding a vertical position near the top,
this means that while the underlying class has a great number of descendants its direct subclasses
are few. This is often the case when directly below a root class a supplemental abstraction level of
classes has been introduced.

¢ If the node finds itself on the 45 degrees axis (it can't be further left because WNOC is always at
least equal to NOC) and far away from the top of the graph, this means that the underlying class has
a lot of direct subclasses. This is what we cdllying saucer hierarchipecause the inheritance tree
of this class resembles one.

e If a class node is positioned exactly along the 45 degrees axis this means that all its subclasses don't
have subclasses themselves, and thus are leaf node classes in an inheritance tree.

Results with the Refactoring Browser: To make the effect of this graph more visible, in Figure 2.21 we
see on the top left the root class detection graph while on the bottom right we see a display of two major
inheritance trees. We see the clé&ssfactoring(A) which has 43 descendants and 5 direct subclasses as
root of major inheritance tree on the right side of the correlation graph. The other rootRlagserAp-
plicationModel(B) can also be identified on the right side of the graph. Two claddetyodRefactoring

(C) andVariableRefactoringD), which are the heads of minor flying saucer hierarchies (14 and 13 direct
subclasses) can be identified near the 45 degrees axis.

Results with Duploc: The results of this graph are somewhat deceiving in the case of Duploc, as its
inheritance hierarchies are very flat. We can detect however two root classes, RaeselytationModel-
ControllerState(A) and PMCS(B). In Figure 2.22 we see where the detected root classes are located in
one of the inheritance hierarchies of Duploc.

Possible Alternatives: We do not make use of the color and size metrics, which could add information
to this graph.
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Figure 2.21: A root class detection graph applied on the Refactoring Browser. As position metrics we use
WNOC and NOC.

Figure 2.22: A root class detection graph applied on Duploc. As position metrics we use WNOC and NOC.

Evaluation: The detection of flying saucer hierarchies can of course be done through an inheritance tree
display. The resulting tree graph has then to be searched for them. However, in some cases where the
number of classes was very large, the resulting graph would become several screens big. In such cases it's
not easy to detect flying saucers at once, and the graph described here comes into play. This graph can
come in handy to see if there are some inheritance hierarchies upon which we want to apply inheritance
specific graphs like intermediate abstract or inheritance impact.
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2.2.10.5 Service Class Detection

Graph Stapled, sort according to width metric.
Scope Subsystem or small full system.

Metrics

Size NOM (number of methods) ‘ WLOC (lines of code)
Color NOM

Position | - | -

General Idea: This graph has proven to be useful for the detection of so-cakedice classes A

service class is a class which mainly provides services to other classes. It often contains some tables and
dictionaries which other classes can access for their purposes. Such classes often have an aberrant ratio
between NOM and WLOC: they have very short methods which mainly access or return values. In this
kind of graph we present a selection of some classes (a whole inheritance tree is often a good choice) as a
stapled graph. The classes have been sorted according to their width, which represents NOM.

Because there tends to be a certain relation between NOM and WLOC, we should get a sort of staircase
effect on the nodes the more we move to the right.

We can make out the following:

o If a class node breaks the staircase effect (by being too short) it is a candidate for a service class.

e This graph can also serve as detector for classes with overlong methods: If the class breaks the effect
in the other direction (by being too tall) it's a candidate for method splitting, because this means that
it has many lines of code (tall) and comparatively few methods (narrow, and because of the sorting
pushed to the left side of the graph).

Figure 2.23: The service class detection graph applied on a subhierarchy of the Refactoring Browser. As
width metric and sorting criterion we use NOM, the height metric is WLOC.

Results with the Refactoring Browser: In Figure 2.23 we selected a whole inheritance tree (26 classes)

of the Refactoring Browser to be displayed isERVICE CLASS DETECTIONJraph. We see one huge class
BrowserNavigatoKA), which in fact is even bigger, but we cut it down because of space reasons. We see
quite clearly that there is a certain tendency for a staircase which is severely broken in two places. The first
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service class candidate@odeTool(B), which has 22 methods and 49 lines of code. A closer inspection
reveals that the methods are mainly get/set-methods (accessors). The second carCiidkei®ele(C)

with 40 methods and 136 lines of code. The name itself already reveals the service function this class is
intended to have. As method splitting candidate we detect the€lassCommentTodD) which has only

7 methods but 89 lines of code.

Figure 2.24: The service class detection graph applied on a subset of Duploc. As width metric and sorting
criterion we use NOM, the height metric is WLOC.

Results with Duploc: We obtained the graph in Figure 2.24 by first applying the graph on the whole sys-
tem and then by selecting a subset which looked interesting. We see there are some candidates for service
classes: The clagdachedObservationDaf@) contains 20 methods for a total count of 50 lines of code.

A closer inspection reveals it is truly a service class. Nearly the same ratio is visible in the Clasgesr-
isonMatrixBody(B) (22/80),PresentationModelControllerStaf€) (25/87) andObservationOnRawSub-

Matrix (D) (30/122). Some classes tend to have overlong methods, n&BhAsInformationMuralMode

(E) (22/396) anduplocCodeReaddF) (32/530), and should be looked at for possible method splitting.

Possible Alternatives: Nearly the same results can be obtained if we use NIV (number of instance vari-
ables) instead of NOM: both NOM and NIV are closely related in service classes (because of the accessors).
Sometimes abstract classes higher up the hierarchy tend to have the same properties as service classes, be-
cause their abstract nature makes them have several very short methods which are later overridden or
extended by the subclasses. This can be alleviated if we use HNL (hierarchy nesting level) as color metric.
Service class candidates which are true service classes tend then to have a darker color shade. Fake service
classes like the abstract ones will have a lighter color shade because they are higher up the hierarchy.

Evaluation: As this graph addresses a special problem, it should be used in a second phase of reverse
engineering. Experience has shown that it's advisable to apply it on subsystems, especially inheritance
hierarchies.
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2.2.10.6 Cohesion Overview

Graph Checker, quadratic, sort according to width metric.

Scope Full system or subsystem.

Metrics

Size NOM (number of methods) WNAA (number of direct ac-
cesses on attributes)

Color NIV (number of instance variables)

Position | - ‘ -

General Idea: In this graph the nodes differ greatly in shape and color. In the best case this graph
can give us some clues on which classes we should inspect for a possible splitting. We distinguish the
following:

e The flat nodes indicate that the methods of a class (the width indicates the number) do not access
many times its instance variables. This is further emphasised by the small height (few instance
variable accesses).

e The narrow and high nodes on the other hand, tend also to be very light colored. This case happens
when the classes have many accesses but only few instance variables. This is mostly the case when
the class defines an attribute which is then heavily accessed directly by its subclasses. This is not
advisable because of the lacking encapsulation: a single access through an accessor which would
then be invoked by other classes, instead of direct accesses on the attribute, would be much better.

e More or less rectangular nodes with darker color shades indicate a good cohesion inside those classes,
although this is only provable after applying a class cohesion graph, which is described in Sec-
tion 2.2.13.1.
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Figure 2.25: A cohesion overview graph applied on the Refactoring Browser. As size metrics we use NOM
and WNAA. As color metric NIV is used.

Results with the Refactoring Browser: The resulting graph can be seen in Figure 2.25. The first thing

we notice is that the nodes differ heavily in their shapes and colors. There are some white nodes that
don’t define instance variables (for example (A)) and because of this absence they can’t have any instance
variable access either. This is the reason for their flat shape. We also gather there are some empty or
nearly empty ones (located around (F)). The cBxgsvserNavigatostrikes once again the eye for its huge
number of methods and its small number of instance variables (only one). The nodes (D) and (E) strike the
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Figure 2.26: A cohesion overview graph applied on Duploc. As size metrics we use NOM and WNAA. As
color metric NIV is used.

eye for their narrow shape and light color: Both have few methods and instance variables, (1,2) and (2,1)
respectively, while at the same time they have a huge number of accesses. The reason for this is that their
variables are directly accessed by their subclasses. TheBiR&sanne¢C) shows a great complexity and

heavy access.

Results with Duploc: The graph in Figure 2.26 shows a few characteristics of Duploc: Many empty

or nearly-empty classes (C), quite a few heavy-access classes (B) and (D) and a few very large classes,
for exampleDuplocApplication(A). We see there are quite a few classes that could be interesting for
inspection with a class cohesion graph and do that for one special case, thBwdssApplicationin

Section 2.2.13.1.

Possible Alternatives: None.

Evaluation: This graph can be seen as embetweenerbecause it comes after a graph for general
overview and before a graph which treats class internals. The best result it can return is a collection of
classes which we should further examine with a class cohesion graph, described in Section 2.2.13.1.
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2.2.10.7 Spinoff Hierarchy

Graph Inheritance tree, centered, without sort.

Scope Subsystem, especially inheritance hierarchies.

Metrics

Size WNOC (total number of chil{ NOM (number of methods)
dren)

Color WNOC (total number of children)

Position | - ‘ -

General Idea: We have noticed that in inheritance hierarchies the notion of inheritance is often carried

on only by one or two classes on each level of the inheritance tree. This means that when a class has some
subclasses often only one of them is really carrying on the weight of the inheritance, while its siblings tend
to be spinoffclasses implementing only few functionalities. Although this is not a bad thing per se, an
easy detection of such spinoff hierarchies could make us focus on the inheritance carriers, while we could
save time by ignoring (at least at the beginning) the less important spinoff classes. Spinoff classes often
implement few methods and have few or no subclasses at all.

We distinguish the following:

e Small, light colored nodes. These are #ipénoff classewvith few or no children and few methods.

e Large, dark colored nodes. These areittiesritance carriers

Results with the Refactoring Browser: In Figure 2.27 we see all inheritance hierarchies that make up
the Refactoring Browser. We filtered out all stand-alone classes to get a clearer overview. We detect two
cases of spinoff hierarchies:

1. The one with the claf8rowserApplicationModd]A) as root. We see two classes split up the second
level of this tree, namelZodeTool(A21) andNavigator(All). There are a few spinoff classes on
this level, neither of them has subclasses. The same situation is present on the next level of this
tree where the class&owserTextToo{A22) andBrowserNavigatol(A12) carry on the weight of
inheritance. A good example for spinoffs is visible betw&eleTool(A21) andBrowserTextTool
(A22): CodeToohas 7 subclasses but only one of th@mwserTextToglcarries on the inheritance.
Each one of its siblings is very small (keep in mind that the height reflects NOM) and is thus a
spinoff.

2. The one with the clasRefactoring(B) as root. Again two main inheritance threads are visible:
The one consisting dRefactoring(B), MethodRefactoringB11) andChangeMethodNameRefac-
toring (B12). The other consists &efactoring(B), VariableRefactoringB21) andRestoringVari-
ableRefactoringB22).

The other inheritance trees in this display also show some property of a spinoff hierarchy, and could be a
case of further investigation.

Results with Duploc: After removing the many stand-alone classes from Duploc, the remaining graph
in Figure 2.28 can only show us the absence of spinoff hierarchies. Especially in the tree with the class
PresentationModelControllerStaf8) as root, we see that on the third level we have 5 siblings, 4 of which
are all inheritance carriers, with only one tiny spinoff class with the meaningful RAM@SDummyMode

(B).
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Figure 2.27: The spinoff hierarchy graph applied on the inheritance hierarchies of the Refactoring Browser.
As size metrics we use WNOC and NOM, as color metric WNOC.
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Figure 2.28: The spinoff hierarchy graph applied on Duploc. As size metrics we use WNOC and NOM, as
color metric WNOC.

Possible Alternatives: We have to emphasise that a preprocessing consisting of filtering out all stand-
alone nodes is advised for this graph, as they add unnecessary complexity to the displayed graph. This
graph does not have real alternatives, as it addresses a special problem.

Evaluation: This graph should come into play in a later phase of the reverse engineering, as it addresses
a special problem which may not be present at all in the system. The detection of an inheritance carrier
could be important, as it is the place which should be checked out because subclasses depend on it. The
spinoff classes on the other hand, can be examined for possible push-ups of functionality.
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2.2.10.8 Inheritance Impact

Graph Inheritance tree, without sort.

Scope Subsystem, especially inheritance hierarchies.

Metrics

Size NMO (number of methods over- NME (number of methods ex-
ridden) tended)

Color NOM (number of methods)

Position | - ‘ -

General Idea: This graph is able to tell us if there has been made an improper or suspect use of inher-

itance: it can tell us if a class that implements many methods does not make use of method overriding
or method extension, or uses it only rarely. Overriding and extending methods is one of the powerful

properties of object-oriented languages and should be used if possible.

Nodes that override or extend a lot are bigger, nodes that implement many methods are dark. We are looking
for dark nodes (many methods) which are at the same time very small (no use or rare use of overriding and
extension).

Results with the Refactoring Browser: One of the hierarchies of the Refactoring Browser seems to
have one such class which should certainly be further investigated: In Figure 2.29 we can detect the class
BrowserNavigator(A) which implements many methods (175), while it only overrides one and extends
two methods.

Figure 2.29: The inheritance impact graph applied on an inheritance tree of the Refactoring Browser. As
size metrics we use NMO and NME, as color metric NOM.

Results with Duploc: This graph returns no meaningful results if applied on Duploc.

Possible Alternatives: No real alternatives, as it addresses a specific problem. This graph is often ob-
tained after filtering out all stand-alone classes and all inheritance hierarchies which show no sign we are
looking for.
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Evaluation: A graph which addresses a very special problem. It's not always useful, but if it can detect
something, it can be an important discovery which can affect a whole inheritance hierarchy.
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2.2.10.9 Intermediate Abstract Class

Graph Inheritance tree, without sort.

Scope Subsystem, especially inheritance hierarchies.

Metrics

Size NOM (number of methods) NMA (number of methods

added)

Color NOC (number of children)
Position | - ‘ -

General Idea: This graph is useful for the detection of abstract classes or nearly-empty classes which
are located somewhere in the middle of an inheritance chain. Often they tend to have a superclass which
implements a lot of methods. The programmer then started to subclass this class. The number of direct
subclasses would soon be too big so an attempt was made to logically group several subclasses under an
abstract intermediate class.

Such an intermediate subclass would normally have many children, while at the same time its size is very
small (because it is abstract or nearly empty). We thus have to look for small, dark nodes in the middle of
inheritance hierarchies.

The dark color comes from the greater number of direct subclasses, while the small size from the small
functionality implemented. We chose NMA as height metric to reflect the fact that often such intermediate
abstract classes don’t override superclass methods, which in turn means that is we use NOM as width
metric, the node is square (no functionality implemented, or if there is a bit of implemented functionality,
then it doesn’t come from the superclass). Intermediate abstract classes are of some interest, because often
we can try to push up some functionalities of its subclasses into it, thus concentrating them in one place,
instead of spreading the functionality all over the subclasses, risking to obtain duplicated code.

Figure 2.30: The intermediate abstract class graph applied on a subset of the Refactoring Browser. As size
metrics we use NOM and NMA, as color metric NOC.

Results with the Refactoring Browser: The Refactoring Browser harbours in one of its inheritance
hierarchies two intermediate abstract classes, as we see in Figure 2.30. The roBetassring(A)
implements quite a few methods, while we can spot the two intermediate abstract clddetsatRefac-
toring (B) andVariableRefactoringC). These two classes implement themselves very few methods (2 and
1 respectively) and are the roots of smaller subhierarchies. In the clegrafdRefactoringve see that its
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subclasses are implementing several methods, as we bdmé&MethodRefactoringD) andMoveMetho-
dRefactoring(E). Perhaps an attempt could be made to extract duplicated code and push it up into the
intermediate abstract class.

—A

B

Figure 2.31: The intermediate abstract class graph applied on an inheritance hierarchy of Duploc. As size
metrics we use NOM and NMA, as color metric NOC.

Results with Duploc: One of Duploc’s inheritance hierarchies also contains an intermediate abstract
class, as we see in Figure 2.31: The subdMd€S(B) of the root clas$resentationModelControllerState

(A) implements only 4 methods and is obviously an intermediate abstract class. The subcl&3d&Sof
should be searched for duplicated code which could be pushed upM@s

Possible Alternatives: None.

Evaluation: The detection of abstract classes is very important: several object oriented languages either
directly provide a declaration or support a standard idiom for identifying abstract classes. Abstract or
nearly abstract classes can be seen as the hinges of the system, upon which several classes depend. It's
where the common functionality is defined and where we should start to look at source code if we want to
understand the logic of their subclasses.
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2.2.11 Useful Graphs: Method Graphs

Method graphs can work at any level of granularity most of the time. However, the more method nodes we
display, the harder it is to make out outliers. Methods are the entities which are responsible for the action
in a system. This implies that every graph which uses method nodes is often followed by an examination
of the actual underlying source code. This means that the graphs listed here have a very concrete context.

In this section we list the following graphs:

e METHOD EFFICIENCY CORRELATION Section 2.2.11.1.
e CODING IMPACT HISTOGRAM, Section 2.2.11.2.

e METHOD SIZE NESTING LEVEL Section 2.2.11.3.
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2.2.11.1 Method Efficiency Correlation

Graph Correlation.
Scope Full system, subsystem or single class.

Metrics

Size NOP (number of parameters) ‘ NOP

Color *

Position | LOC (lines of code) ‘ NOS (number of statements)
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Figure 2.32: A method efficiency correlation graph.

General Idea: This graph is a good way to locate tireaky entitiesnside a group of methods, when it
comes to their efficiency. By efficiency we mean how many statements are put on each line. By displaying
the nodes in the correlation graph (as in Figure 2.32), we see that most of the nodes are near a certain
correlation axis. However, there are a few which do not adhere to this rule.

The methods that are not near the correlation axis may have some problems, which may be

1. High LOC (lines of code) and low NOS (number of statements). This is for example the case with

"forgotten methods”, that at some point have been commented out and then been forgotten. This
may also be the case for overzealous line indentation, when a single parenthesis is put on a line of its
own or when many blank lines have been used.

. Low LOC and high NOS. This can be the case when the methods are written without indentation and

several statements are on the same line, which is a bad thing too, since this decreases the readability,
and it may also break the law of DemetergB 89].

. Long methods (high LOC and high NOS). Normally a case for redesign, since long methods should

be split up in smaller, better understandable and reusable oeex [8/].

. Empty methods. These nodes position themselves on the top left of the graph. Although they can be

viewed there by selecting and moving, the overlapping of the nodes which is characteristic for this
graph makes it hard to see those empty methods at one glance. A better graph for the detection of
empty methods is the Coding Impact Histogram described in Section 2.2.11.2.

Other hot spots can be detected by looking at the size of the nodes:

¢ Big nodes have many parameters. Although it's hard to define a threshold on the number of parame-

ters, we think that methods taking more than 5 parameters should be looked at.
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¢ Very small nodes on the outskirts of the graph should be looked at: these are very long methods
which do not take any input parameter. Perhaps they could be split up easily.

The interesting property of this graph is its scalability. Since most of the nodes overlay each other, and
those nodes are of no real interest to us, because they have average metric measurements, we can display
several thousands of nodes at the same time. Our interest is drawn by the nodes which find themselves
on the outer skirts of the graph, and which do not suffer overlaying, as their position is defined by their
non-average metric measurements. The size of this graph is not affected by the number of displayed nodes,
but on the maximum values for the position metrics.

Results with the Refactoring Browser: The method efficiency correlation graph shows some interest-

ing results when applied to the Refactoring Browser. In Figure 2.33 we display all 2365 methods of the
Refactoring Browser. We can spot several cases which should be looked into. The first nodes to meet the
eye are those on the right edge of the graph (A). These three methods are very long (45, 51 and 65 lines of
code) compared to the other methods in the system, which does not have a great distribution, thus signify-
ing that the system is homogeneous related to the method lengths. The opposite case can be seen on the
top left side of the graph (B). Upon closer inspection (by selecting and moving the nodes) we can see that
the RefactoringBrowser contains 20 empty methods. The next point of interest is the method marked (C):
this method takes 7 input parameters which is of course very much. The nrethethllinterface(D) on

the top of the graph is also a case of closer study: While it has 16 lines of code it contains no statements.
If we browse its source code, we see that the whole body of the method has been commented. The method
needsParenthesisFol(E) on the other hand contains 31 statements in only 19 lines of code and should
perhaps be reformatted. The group of methods marked as (F) should also be looked into, since all of them
contain comparatively few statements in long method bodies.

Figure 2.33: The method efficiency graph applied on the Refactoring Browser, using as position metrics
LOC and NOS, as color metric HNL, and as size metric NOP.

Results with Duploc: When this graph is applied to Duploc, as we see in Figure 2.34, the first thing to
strike the eye is the large distribution of the nodes. Duploc obviously does have some very long methods.
The second thing that meets the eye is that the main correlation axis has a different angle compared to the
Refactoring Browser in Figure 2.33. The metimdPerlCode:(A) is 201 lines long but does have only

2 statements. Upon closer inspection we see that its purpose is to print out a very long string. We have
some other very long methods, (B) with 135 lines, (C) with 95 lines, (D) with 109 lines. We have some
method that are far away from the system correlation axis, like (A), (C), (E), (F) and (G). (E) for example
has 64 lines of code with only 1 statement. A closer inspection reveals its body is mainly commented code
for testing purposes, i.e. when the system is tested some parts of the method body are uncommented. (F)
reveals the same situation, where the 18 lines long method body doesn’t contain any statements at all. (G)
has 32 statements packed in 14 lines of code. Reformatting makes it more readable. The empty methods
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can of course be detected as (H), while we should also note the nodes around (I), which seem to be very
short and at the same time badly formatted methods. The two methods (J) also draw attention due to their
considerable size, which reflects the fact that they take 9 input parameters each.
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i

Figure 2.34: The method efficiency graph applied on Duploc, using as position metrics LOC and NOS, as
color metric HNL, and as size metric NOP.

Possible Alternatives: We chose the size of the nodes to be represented by NOP (number of parameters).
Since the distribution tends to get sparse the more we move to the right and to the bottom, we can see the
methods which take many parameters more clearly, since it's normally the large methods that take more
parameters. Generally in this graph the size metrics can be chosen freely, although it's advisable to use
metrics which tend to have small measurements. Otherwise the nodes get very big and clutter up the view.
The color metric can also be used freely. We chose HNL (hierarchy nesting level) in this case, but since
the nodes in this graph tend to be very small, the color node metric doesn'’t really matter.

Evaluation: This is one of the few graphs which works very well at any level of granularity. As such it
can be used anytime. We saw it can be useful to apply it on a subsystem before we dive into its details. At
class level it can help to detect problem cases for a concrete reengineering.
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2.2.11.2 Coding Impact Histogram

Graph Histogram, size addition layout, sort according to width metric.
Scope Single class or small subsystem.

Metrics
Size LOC (lines of code) ‘ -
Color LOC

Position | LOC | -

General Idea: This graph shows the coding impact of methods and where the most coding has happened.
While the normal histogram can only tell us how methods are distributed regarding their lines of code, this
graph (Figure 2.35) can reveal where the real programming effort has been made: Writing 20 methods each
one line long is easier than writing one method 20 lines of code long. It shows if there are any aberrant
methods that are too long or if the system is unbalanced because of too long and complex methods. As a
nice side-effect we can also grasp at one glance if there are any empty methods (those at the very top of
the graph). A good design should have a lot of tiny methods so this is where the biggest columns in the
graph should be. Methods not following this rule should be analysed as possible "split candidates” which
could be broken down into smaller pieces. While this graph is inefficient on whole systems because of the
huge number of methods, it has proven to be very useful when applied to the methods of one single class.
It should also be noted that the average length of a method implemented in typical industrial Smalltalk
applications is around 6 lines fgK 97].
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Figure 2.35: A coding impact histogram.

Results with the Refactoring Browser: Since this is one of the graphs which can hardly be applied

on whole systems, but rather on specific small subsystems or singular classes, we do not compare the
systems from our case studies with each other, but we rather show a few illustrative examples taken out
randomly? from the Refactoring Browser. We selected only the two clasBesnserNavigator(B) and
BRProgramNod¢A)) with the most methods for this graph. We see in Figure 2.36 that each class has its
own coding impact topography. We see tBapwserNavigatoB) has many methods which tend to be
overlong, and especially 6 very long ones which isolate themselves (B1) from the others. On the other hand
BRProgramNodéas an irregular topography with many accessors (A2) and one very long method (Al).

Possible Alternatives: This graph knows many useful mutations, especially those which keep LOC as
vertical position metric, but use other size and color metrics and a different sort criterion. In these cases, es-
pecially NI (number of invocation) and NMAA (number of accesses on attributes) showed good behaviour.

8This randomness should also express the interactive approach of such systems, which is guided by intuition rather than a system-
atic methodology, although experience has shown that at the beginning of a reverse engineering experiment we tend to apply a certain
fixed set of graphs. This reflects the fact that the graphs address each a different level of abstraction.
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Figure 2.36: The coding impact graph applied on two classes of the Refactoring Browser. The width metric,
as well as the color and vertical position metric is LOC.

Evaluation: This graph is very useful tget a feelingfor certain classes or subsystems. It can show us
what kind of implementation lies behind the subject entities and in certain cases what we should continue

to explore.
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2.2.11.3 Method Size Nesting Level

Graph Checker, quadratic, sort according to width metric.
Scope Subsystem, especially inheritance hierarchy. No stand-alone classes.

Metrics

Size LOC (lines of code) ‘ NOS (number of statements)
Color MHNL (hierarchy nesting level)

Position | - ‘ -

General Idea: A general rule is that big methods should be split uggB 97] into smaller chunks to

increase their reusability and to make them easier to understand. This is especially true for methods that
are implemented in classes deep down the inheritance hierarchy: perhaps parts of those big methods could
be extracted and put up into a higher class to reuse them across several subclasses. The method size nesting
level graph can help us to detect large methods deep down the inheritance hierarchy: It's a checker graph
of methods with LOC and NOS as size metrics and MHNL as color metric. The nodes are sorted according

to LOC, which puts the larger methods on the bottom area of the graph.

Since the color reflects the MHNL of the methods, we should be looking for big, dark nodes in the bottom
area of the graph: these are possible split candidates. We call such methods split-and-push-up candidates.

e
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Figure 2.37: The method size nesting level graph applied on the largest Refactoring Browser methods. Size
metrics: LOC, NOS. Color metric: MHNL.

Results with the Refactoring Browser: The Refactoring Browser shows in Figure 2.37 that is has been
refactored itself a few times: there remain very few large methods, after filtering out all those with a LOC
measurement smaller than 20. Yet, there are some large methods which also have medium MHNL values
like those in the last row (A). Their lengths vary from 65 to 37 lines, which makes them also possible
split-and-push-up candidates.

Results with Duploc: We display in Figure 2.38 only the methods that have more than 20 LOC and
belong to non-stand-alone classes. The resulting graph shows us there are several very large methods,
which on one hand don't have big MHNL values, but since they're not methods belonging to root classes
either, are all the same split-and-push-up candidates. The biggest methods (A) have 201, 135 and 109
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Figure 2.38: The method size nesting level graph applied on several Duploc methods. Size metrics: LOC,
NOS. Color metric: MHNL.

LOC, which is way too much for Smalltalk methods. This excessive size is again due to the fact that most
of them have never been refactored and written in one pull.

Possible Alternatives: The same graph using only LOC as size and color metric can be applied on whole
systems (including stand-alone classes). In such a case the graph serves to easily detect very large methods
which could be split up.

Evaluation: Since this graph is useful for classes belonging to inheritance hierarchies, it should primarily
be used to get insights into such structures as to where the methods are which could be reengineering
candidates.
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2.2.12 Useful Graphs: Attribute Graphs

Attributes define the properties of classes. As such, it's mandatory that to understand the purpose of an
attribute, we have to understand the class in which it is defined. This implies that very soon after applying
one of the following graphs, we have to look at the source code of the class.

In this section we list the following graphs:

e DIRECT ATTRIBUTE ACCESS Section 2.2.12.1.

e ATTRIBUTE PRIVACY, Section 2.2.12.2.
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2.2.12.1 Direct Attribute Access

Graph Checker, quadratic, sort according to width metric.
Scope Full system or subsystem.
Metrics
Size NAA (number of times accessedNAA
directly)
Color NAA
Position | - -

General ldea: Thisis a graph of all attributes of a system or subsystem. As metrics we use NAA (number

of times accessed) for the size and the color. We then also sort the nodes according to NAA. What we get is
a clear display of which attributes are accessed the most in a system. These attribute nodes are positioned
at the bottom of this graph. The largest nodes should be a case for closer inspection. The general rule
should be that attributes which are accessed directly can break the system if the inner implementation of
the attribute changes. This can be avoided by using an accessor method which returns the value(s) of the
attribute. An accessor on such an attribute can provide a defensive wall of protection against such changes.
There may also be some attributes which are never accessed and which may have been forgotten in the
system and thus only add unnecessary complexity to it. They could be removed from the system. Such

attribute nodes are positioned on top of the graph.

Results with the Refactoring Browser: In Figure 2.39 we notice at once that there is the attriblass
(A) defined in the classlethodRefactoringvhich is directly accessed 86 times. We also see there are some
never accessed attributes which should also be further investigated (B).
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Figure 2.39: The direct attribute access graph applied on the Refactoring Browser. The size, color metric
and sort criterion is NAA.

Results with Duploc: In Figure 2.40 we see that while in Duploc there are no attributes which are heavily
accessed (the maximum is 31 direct accesses for the attrédgite (A) defined in the clasébstractRaw-
SubMatriy there are many attributes which are never accessed (B) and which should be looked into for

possible removal.
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Figure 2.40: The direct attribute access graph applied on Duploc. The size, color metric and sort criterion
is NAA.

Possible Alternatives: An interaction with interesting nodes is necessary to see if accessors have been
implemented for them and if those accessor methods are used all the time.

Evaluation: A graph which works at every level of granularity. The next step which has to follow such

a graph is to examine the classes in which the outlier attributes are defined. Note that this graph takes
only the direct accesses into account. If an attribute is accessed very often through the use of an accessor
method this will not show in this graph. Note that the quality of this graph depends heavily on the quality

of the metamodel. Especially when building a model out of a CDIF file we have often seen that sometimes
accesses are left out. This can lead us to wrong conclusion on never accessed attributes. Again, a check
against the code has to be done to be sure.
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2.2.12.2 Attribute Privacy

Graph Checker, quadratic, sort according to width metric.

Scope Full system or subsystem. Better performance with C++ or Java.

Metrics

Size NAA (number of times accessgdNCM (number of classes which
directly) access this attribute)

Color *

Position | - ‘ -

General Idea: Attributes may be directly accessed several times in a system. As we said in Sec-
tion 2.2.12.1 such a situation is not ideal and can be detected with the graph described there. Apart from the
number of times an attribute is accessed, another metric may prove to be useful for a similar graph: NCM,
the number of classes which have methods that directly access a certain attribute. The attribute privacy
graph is a checker graph which uses as size metrics NAA and NCM.

We are looking for wide, high nodes: such nodes are directly accessed a lot of times by many classes and
should have an accessor at all costs, because the system easily breaks if such an attribute is tampered with.

Very wide but shallow nodes should also be looked at: although they are directly accessed a lot, it's by few
or often only one class. If it's the case of only one accessing class, it should be checked it the attribute in
guestion is private. If not, it can be made private without impact on the rest of the system.
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Figure 2.41: The direct attribute access graph applied on the Refactoring Browser. The size metrics are
NAA and NCM.

Results with the Refactoring Browser: In Figure 2.41 we can spot some heavily accessed attributes
marked as (A) which are accessed by many classes. We also see there are some very flat but wide nodes
which are attributes heavily accessed by only 1 or very few classes.

Results with Duploc: In Figure 2.42 we can see that as a difference to the Refactoring Browser, Duploc
has attributes which are seldom accessed by more than one class. The maximum NCM value is 3. We
deduce from that that the implementor of Duploc keeps an eye on encapsulation

Possible Alternatives: None.

9The implementor of Duploc used to implement a lot in C++, which could be a reason for the tight encapsulation.
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Figure 2.42: The direct attribute access graph applied on Duploc. The size metrics are NAA and NCM.

Evaluation: A graph whose purpose is to find attributes which have to be examined. Since such an

examination takes place at textual level, it's a graph which can help find problems at once. The results are
incomplete in this case: the last step after detecting wide and flat nodes would be to check if the attributes

concerned are defined as private. If not they could be made private. However, this does not work in
Smalltalk, so we had to leave that part out with our case studies.
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2.2.13 Useful Graphs: Class Internal Graphs
A class internal graph treats the special case where the components of a class are displayed at the same
time: methods and attributes.

In this case we find ourselves at a low level of abstraction, the source code is only one step away and it's
necessary to look at it after applying a class internal graph.

In this section we list the following graph:

e CLASS COHESION Section 2.2.13.1.
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2.2.13.1 Class Cohesion

Graph Confrontation graph, nodes sorted according to their width metrics..
Scope Single class.
Metrics (Method Nodes)
Size LOC (lines of code) ‘ NOS (number of statements)
Color LOC
Position | - ‘ -
Metrics (Attribute Nodes)
Size NAA (number of times accessedNAA
directly)
Color NAA
Position | - -

General Idea: This graph is a confrontation graph where the edges represent instance variable accesses
between methods and attributes. This graph can indicate us how strong the internal cohesion of a class is.
If a class has many accesses and looks very chaotic, this means that the class is difficult to split. On the
other hand, if we can make out two or more separate clusters in this display, this is an indication that the
class is a good split candidate. If the root class of an inheritance hierarchy shows such characteristics it is a
sign that the hierarchy tends to be top-heavy. If the class shows sparse attribute accesses it could be easier
to subclass.

Results with the Refactoring Browser: In Figure 2.43 we displayed the methods and attributes of the
classBRScannewnhich has been identified as (C) in Figure 2.25. We gather at once that this class is heavily
coupled internally and that splitting such a class is next to impossible.

Figure 2.43: A class cohesion graph applied on the class BRScanner. The method nodes (in the lower row)
use as size metric NOS and as color metric LOC. The attribute nodes (in the upper row) use as color and
size metric NAA.

Results with Duploc: We obtained some impressive results when we applied this graph to some classes
of Duploc. We show only one here: the cld3splocApplication After filtering out all methods that never
accessed attributes, we got the graph displayed in Figuré®.%¥e clearly see two distinct clusters of
attribute and method nodes. This class is thus certainly a split candidate. This suspect was confirmed
afterwards when | asked the implementor of Duploc about this class. He confirmed that this class was to
be split up during the next redesign of the system.

10Note that the graph resulted like this after direct manipulation of the graph (i.e. moving around nodes) and not because of a
layout algorithm that can identify clusters. However, we included intdECRAWLER the functionality to help us quickly identify
such clusters.
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Figure 2.44: A class cohesion graph applied on the class DuplocApplication.

Possible Alternatives: We advise the user to remove all stand-alone nodes from the graph, as they are of
no use in this case. The metrics, especially the color metric in the method nodes can be varied freely.

Evaluation: This graphs needs some interaction before it can express its full potential. However, its
usefulness is indisputable: Up to this moment we haven’t seen a technique which can detect split candidates
with such an easy and quick method.
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2.3 Grouping

Author: Oliver Ciupke

2.3.1 The problem

Reengineering large software systems requires analysing and manipulating tasks at multiple levels of ab-
straction. The standard views of a system used during design and implementation, such as the class and
method structure as well as the source code, are often not sufficiently abstract. These views provide a
wealth of information, not all of which is relevant to the task of reengineering. Consequently, the essential
information may be obscured.

Additionally, some problems arising during the design of software are themselves only understandable at

a high level of abstraction. For example, the class structure may look well designed even though there
are too many dependencies between the packages or subsystems. This can make the system unnecessarily
complex thus compromising flexibility and increasing the cost to maintain the system.

Abstract views of a system are already supported in several design languages and methods. Examples
include packages in UML [BvB 99] or subjects in OOA [O©AD 91]. Unfortunately, they are currently

to vaguely defined making them insufficient for the tasks occurring in reverse- and reengineering. Here,
a concept must be implementable by tools in a way that it is composable with other techniques (such as
guerying and problem-detection) in a clearly defined manner.

2.3.2 Grouping

To be able to analyse a system, we must have an exact way to come from elementary views to more abstract
ones. They must be formally sound, so it is known with precision what the meaning of an abstraction and
to ensure that it is possible to build tools able to deal with these abstractions.

What we need is a description of how to move from a detailed description of a system to a more abstract
view. We call this procesgrouping(also referred to aabstraction compressioror lifting). Grouping

means replacing a set of entities, often describing a common abstract concept, into one abstract entity
called agroup(or complex entity).

Figure 2.45 shows a model of a small C++ program including classes and methods together with their
relationships. Figure 2.46 shows a more abstract view on the same program where methods have been
grouped together with the classes they belong to. One can imagine, that these kinds of abstractions are
often useful to get an appropriate overview and to understand overall dependencies. For larger systems, it
is even necessary to go beyond this level, e.g., to view it on the level of subsystems or packages.

2.3.2.1 Examples

In principle, any set of entities under consideration can be grouped together. Similarly, each entity can
in principle be split up into its component parts in order to provide a more detailed view of the system.
However, there are several groupings which are particularly useful in building up common abstractions.
Examples for those are

Classes to packagesGrouping classes to packages (or subsystems or modules or clusters) is probably
the application most commonly used. Figure 2.47 shows an example. The three upper left packages
could be a framework, whereas the lower right package could be an instantiation of this framework
towards a specific application. After grouping, dependencies between classes are propagated to the
surrounding packages. The process leads to an overview over the overall architecture of the system.
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Figure 2.45: Program structure with classes and methods
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Figure 2.46: Program structure with collapsed methods

Interesting views in this example are as well those where not the classes of all packages (groups) are
being replaced by a single node. We replace only those belonging to the framework itself, if we want
to investigate how the application uses the framework. Or we could only group the instantiation if
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we want to see, which classes of the framework are actually needed.

Packages to packagesin general packages may be grouped recursively giviggaping hierarchy In
some programming environments, packages of different levels are given different names such as
“subsystems”, “program blocks”, “service blocks” etc. Typically, this case occurs together with the
former one (classes to packages).
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Figure 2.47: Grouping an elementary view to a more abstract one

Classes to super-classesGrouping classes with (possibly one of their) their super classes is an abstraction
commonly applied when modelling a system or an algorithm. An algorithm working on viewable
elements is described in terms of an abstract super-class only.

Since we must take into account all possible dependencies, it is not enough only to consider only
the super class, again we have to propagate relationships of all original classes to the remaining
representant.

Objects to classes (or types)in a dynamic view, objects of a snapshot or a trace can be mapped to their
classes. This is extremely useful due to the huge number of objects often being created during a
program run. Therefore, similar functionality has so far often been implemented in tools such as
visual debuggers (e.g.,dok! ** or profilers. Related work on visualising the behaviour of object-
oriented systems are for example[Rv 93], [KIME 94].

Dynamic method calls to pair of calling and called object: A set of messages between objects, i.e., method
invocations during run time, can be grouped together with respect to caller and callee. If messages
are modelled as associations between objects and represented by edges in a graph, then this is an
example for grouping edges instead of nodes. It is often useful to label the resulting edge with the
number of messages it represents.

Dynamic method calls within a certain interval of time: Messages can also be grouped with respect to
given intervals of time. See for example@isk 96].

Classes to files and files to directoriesin many programming environments, grouping classes to files
and files to directories conforms to grouping classes to packages.

Objects to processes or physical machinesObjects can be grouped to their containing processes (or
threads) or the physical machines they reside on. This grouping is useful, e.g., to examine the
run-time performance of an concurrent (for processes) or distributed (for machines) object-oriented
system.

Unttp:/iwww.objectivesoft.com/ look.html
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and many more.

The examples given above are applied in different contexts, mostly depending on the kinds of entities in-
volved. Groupings containingtatic entities (classes, methods) are often used in model capture as well as
forward and reverse engineerinQynamicentities (objects, threads) are used when debugging or during
performance or other dynamic analysis purposes. Groupings fromphygicalentities (files, resources,
databases, machines, processors) are needed for many development issues such as configuration manage-
ment, checking consistency of compile dependencies, compile time analysis or documentation.

2.3.3 Definitions

We now want to provide an formal definition for our concept of grouping. First, we give a list of require-
ments which a concept should fulfill in order to be applicable in our tasks.

In the following, we will only consider grouping entities (nodes). Grouping associations (the elements of a
relation, i.e., edges) can in principle be defined in an analogous way.

e The result of every legal grouping on every legal structure should be well defined.
A tool implementing grouping should be able to give a meaningful result for any legal input.

¢ Entities should not just disappear. Every entity of a detailed view should be represented in an abstract
view, though several entities of a detailed view may be represented by the same entity in the abstract
view.

A change in a method means in turn changing its containing class and package. For example, if
an abstract view only represents packages, it must be possible to determine from the model which
entities have been changed. Conversely, if we determine from the model that a package has to be
examined then we must be able to find out which classes and methods are meant in detail.

e Dependencies should be maintained. If two entities in a detailed view obey a certain dependency,
their representants should have a dependency of the same type.

For example, if we change a methods interface in one package then we want to see from an abstract
view, showing only packages, whether this change may affect other packages.

e Our concept of grouping should be well defined also in combination with other concepts such as
filtering information.

Put together, these requirements already set up a kind of an informal definition or concept of grouping.

We represent the structure of a system &goad graph The entities of a structure and their associations

are represented by nodes and edges respectively. A set of associations between a set of entities defines a
relation on these entities. Nodes and edges may have diftyped Node typesire for example “Class”,
“Method”, “Package”, “Object’edge type$or example “hasMethod”, “contains”, “creates”.

A group in terms of a graph which represents a system structure is just a set of nodes. Grouping is then re-
placing one or more groups (i.e., the corresponding nodes) by a node representing these groups while main-
taining the edges between the nodes (see Figure 2.48). Formally, grouping and related terms are defined
as follows. We use graph theoretic and relational algebraic terms in their usual definitions. Please note:
for simplicity, we use the terms “Graph” or “directed Graph” here for what is exactly spokieeted
1-Graph(see for example [HWRA 69] or [ScHM 89]). This follows the terminology adopted throughout

most of the related work.

e A groupis a subset of all entities under consideration (including groups themselves).

¢ A groupingis asurjective graph homomorphisthmapping a Grapli = (V, E) to a graphG’ =
(V', E"). The elements of a single group are being mapped to a single node, which represents this
group.
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Figure 2.48: Grouping an elementary view to a more abstract one

e A certain groupingp can be given

1. by afunctionH mapping the nodes @f to the nodes off’. Since® is a graph homomorphism,
it is completely determined b¥f. Due to the property ob as a surjective homomorphisifi,
is atotal, unambiguous and surjective relatiare., a surjective function frofi to V.

2. by itsspanning relationS mapping every entity to be grouped to its surrounding gréumay
be anyunambiguouselation, i.e., partial function. We can compufefrom S by

H=(InNnSL)uS=1I1aS8

This is probably the definition most frequently used as input for tools, since it does not need
to store nodes mapped to themselves. The notion of the overwrite operator for relatiaas “
borrowed from the specification language Z as describedrnfS82].

3. by anequivalence relatiomi defining a group in terms of entities that are all equivalent.
E ={(z,y)|H(z) = H(y)} = HH"

In this case, the grouping is defined as theanonical mappingf A producing theequiva-
lence classes
V/A=VH

e Thetrivial groupingis the identity, which maps every graph to itself.

e Thecardinality of a group is the number of its elements (since a group is a set).

For the ease of writing, we often identify these representatidnS and A with the grouping® itself in
the remainder of this report.

2.3.3.1 Filters and views

Filtering is a concept complementary to grouping. Both grouping and filtering are needed to define a
concept of views. While a surjective homomorphism defines a grouping, an injective homomorphism
defines a filter. A view on a system can be defined in a formal way by a combination of groupings and
filters.

¢ Afilter is an injective graph homomorphism. A filtered view igaxtial sub-graphof an other view.
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A filter may select only a subset of the nodes and edges or restrict the graph to those nodes and edges
fulfilling certain propertie¥.

e A viewon a model is the result of any combination (a sequence of concatenations) of groupings and
filters applied to a model of a system. If a model is represented as a graph, then every view of this
model is also a graph.

e The model itself is named thmplete view

e Aview v, is said to bemore abstracthan another oney, if a non trivial groupingH exists, which
mapsv; to v, i.e.,vo = v1 H.

This means that the process of abstraction is defined in a way that nothing just disappears, but details
are (temporarily) hidden.

New views are produced from existing ones by sequences of abstractions and selections. In this way,
abstraction and selection form operators which transform views. Since abstraction and selection can be
used in different order, we will spend a short look on the properties regarding this matter.

Figure 2.49 shows an example where an abstraction and a selection are applied to a graph in different order.
Unfortunately, the resulting graph differs depending on if abstraction or selection was first. In other words,
abstraction and selection do rmimmutén every case.

The fact that the order of abstraction and selection matters is important for the interpretation of results of an
analysis. Since abstraction only collapses information, while selection really omits it, abstraction should
be performed first, if there is a choice.

()
Selection
Q

Abstraction Abstraction

O

-
Selection J——

Figure 2.49: Abstraction and selection do sometimes not commute

12gelectionandrestriction are special kinds of filters on heterogeneous relations. The distinction is taken from relational algebra
as used in database theory. To further confuse the situation in SQL a restriction is written within the “select” statement.
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2.3.3.2 Group types

Every entity has a type (e.g., class, object, method, file). These are types on the meta-level and should not
be confused with the types declared in the program or in the specification of the programming language.

The type of a group is determined by the possible types of entities it can hold (which may be more than
one). Additionally, a group may be represented by an entity of a further type. For example the group of
objects of a given class may be represented by this class (though it is not equal to this class).

2.3.3.3 Group operations

A model of a system may provide operations on its entities or relations. For example a user may want
to click onto a node to see or edit its properties, e.g., the source code it represents. For groups, there are
additionally special operations available:

collapse: replace the set of entities contained in the same group by a representation of this group (e.g., in
a certain view)

expand: replace the group by its elements (e.g., in a certain view)

To perform an operation on each single element of a group or to filter a subset of elements from a group
fulfilling certain properties (i.e., a predicate) there are well known operations from functional programming
[BIRD 88]:

map: takes an operatiomand a set (or group) and performs on each element of

filter: takes a predicate (a function returning true or false) and a set (or grosand returns a sef
containing those elementsof s, for whichp(z) is true

2.3.3.4 \Visualising groups

A major goal for the concept of grouping is to support high level visualisations. There are different possi-
bilities, how to realise such visualisations.

Since grouping produces views which are simply graphs, the visualisation of the result of a grouping
is straightforward. Groups that are collapsed are shown as a node replacing the elements contained in
the group. Relations of those elements are propagated to the group as required by grouping as a graph
homomorphism.

But we also want to show the original situation. There we want to see all detailed information, but we also
want to see which are the groups and which entities belonging to the different groups. Groups can also be
visualised when they are not collapsed to a single node, but when they are still (or again) expanded and all
their elements are present. This is especially important when groups are defined interactively by the user.
Possibilities for such visualisations are

e Drawing a shape (e.g., a box) around the elements to be grouped. This requires all elements of
a group to be localised near each other. This is for example the solution defined in the UML for
packages. We drew groups in this way in Figure 2.48.

e Drawing all the entities contained in a group in the same way, e.g., in the same colour or with the
same shape.

e The group is shown as an additional node which is connected to its elements by its defining contain-
ment relation. This way, elements of the detailed view and the abstract view are shown at the same
time. We used this visualisation in Figure 2.49.

13sometimes thap is referred to as foreach, but this term is often used with a different meaning in the area of concurrent
programming.
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2.3.4 Tool support

Our tool set ®OSE already supports several common use-cases requiring grouping functionality. Most of
it is implemented in the prograreV IEw for querying and manipulating graph data in GML format.

REVIEW reads a graph from input, a set of commands is being performed on the graph, and result is given
as output. Several commands are available to deal with grouping:

collapseList Collapse a list of nodes to a new node. The command reads a file that contains the name of
every node that is to be collapsed. Each line has to contain one node name. The first line is the name
of the new node to create. The collapsed nodes are deleted from the resulting graph.

The new node replaces the deleted nodes in all edges, i.e., the new node is connected with another
node of the graph, iff one of the nodes in the given list was and that node is not in the given list.

collapseMethods Every node in the graph of typeethodare collapsed with the class node that they
belong to. The method nodes are deleted and the class node replaces the deleted nodes in all edges.
So this command abstracts from methods but keeps the relations between classes through methods.

collapseSubsystemAll nodes that belong to a subsystem are collapsed with the subsystem node. (Similar
to collapse nodes.)

collapseSubsystemListReads a list of subsystem node names from file. Each line has to contain one
name.REV IEW invokescollapseSubsysteam each name in the file.

addHierarchy Adds a hierarchy to the program graph. The hierarchy is created by subsystem nodes and
consistsO&dges. It forms a tree where the leafs are class nodes.

makeSimple If there is more than one edge between any node, then replace them by only one edge, even if
the two edges are of different types. This command is useful for graph layout algorithms that require
simple graphs, i.e., graphs with at most one edge between nodes.

makeSimpleTypes|f there is more than one edge of the same type between any node, then replace them by
only one edge of the same type. Use this command, if you don’t care about the individual relationship
but about the fact that there is a relationship of a certain type.

All but the last two commands group nodes. The last two commands implement two frequently needed
edge groupings.

To give an example, Figure 2.46 was derived from Figure 2.48BIEW by using the commandé:

collapseMethods
deleteSingles
makeSimpleTypes

Another useful tool is a script analysing a directory structure and producing a subsystem hierarchy as
required by theaddHierarchy = command. This is applicable in programming environments where the
subsystem structure is denoted by the structure of files and directories9B]. This is for example the
concept used by Java in most cases.

A tool providing visualisation for groupings which conform to the UML notation has also been imple-
mented within the context of this project, seed&k 98a].

14In fact during normal usage, all these commands are invoked automatically by a script.
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2.3.5 Openissues

Some issues are still unresolved and need further research.

Grouping edges It is also possible to group edges. Grouping edges occurs far less frequently but may be
useful in several situations. All edges to be grouped are mapped to the edge representing the group.
In most cases edges between the same nodes (called parallel edges) are being grouped, e.g., function
calls between the same classes. There is no clear definition of how to group non adjacent edges, yet.
Adjacent nodes may be grouped too (may be ambiguous in non-directed graphs) or such edges may
be mapped to hyper-edges. We will delay a clear definition until need arises from applications or
tool development.

Our toolREVIEW currently supports grouping together all edges between the same nodes having the
same type.

Non-hierarchic grouping A non-hierarchic grouping is a grouping defined by a non-hierarchical relation.
A non-hierarchic grouping contains groups which share at least one element. E.g., two packages may
share the same class. Non-hierarchic grouping introduces a “shared containment” relation. Groups
are connected by this relation, if they both contain the same element. A non-hierarchic grouping is
not any more defined by a homomorphism, since a non-hierarchical relation is not a function.

Itis not fully clear yet, which are exactly the cases where non-hierarchical grouping is needed. E.g.,
a shared class could also be moved to a third package with relations to this package. One example
is to split up a system with respect to functional responsibilities (communication, user interface),
where entities may serve for several functionalities.

In practical applications, there are both examples explicitly forbidding or allowing non-hierarchic
grouping:

e A package structure must be organised hierarchically in Java.

e In contrast, the object modelling method described by Coad and Yourdoamg®©1] allows
different packages (in this context named “Subjects”) to share the same classes.

Another open question is whether shared elements must propagate all their relations to all groups
containing them or if these relations may be split up between groups.

2.3.6  Summary and future work

We presented the concept of grouping which can be applied for both static and dynamic structures as they
are often used in the context of reengineering software systems. It provides a formally sound way to deal
with views on different levels of abstraction. We provided formal definitions for grouping, filtering and
views. Filtering information is a concept complementary to grouping. Consistent views on a system result
from combinations of grouping and filtering. We gave examples for different ways to visualise abstract
views, and gave a brief overview of our tools supporting different tasks related to grouping.

Some of the tasks within this topic still require further work. Among them are:

e Grouping is already being supported by our tool prototypes, but there is still a wish-list of improve-
ments. For example, more flexible and reusable methods for the specification of groupings and
support for complex entities within the visualisation.

e A further look has to be taken on some formal issues which are still open, as mentioned in Sec-
tion 2.3.5. Some clarification to these questions will also have to come from further practical usage
in case-studies.
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¢ A lot of knowledge exists about what “good” design means on the levels of abstraction as they are
usually used in forward-engineering (e.g., the class level). For large systems it is important to gain
similar kind of knowledge on higher levels of abstraction, such as the subsystem or package levels.
It has to be investigated, how this can be supported by our comprehension of grouping.
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2.4 Reorganisation

Author: Benedikt Schulz

In this section we present a new technique for the reorganisation of object- oriented systems. The key idea
of our approach is introduce design patterns into a system through the application of refactorings. The
use of design patterns leads to a more flexible design, whereas the application of refactorings ensures the
correctness of the transformations.

The section is organised as follows. In section 2.4.1 we describe the fundamentals of our approach in-
volving design patterns and refactorings. These two techniques are combined into a powerful technique
for reorganisation in section 2.4.2. Our approach is discussed and evaluated in section 2.4.3. We present
related work in section 2.4.4 and conclude in section 2.4.5 with suggestions for further work.

2.4.1 Fundamentals

Changing a system by hand is an extremely time-consuming, difficult and error-prone task. Consider
the case of simply renaming a method of a class. After the name has been changed, all places where this
method is called, which can be spread over the whole system, have to be identified and changed accordingly.
Because of these difficulties tachnique for reorganisation should allow for tool-support

The aim of reorganisation is not to add new functionality to a system, but to make it more flexible in order
to make it easier to add the desired new functionality. Therefore the reorganization should not change the
behaviour of the system. Thus ttexhnique must define the notion of system behaviour making it possible
to prove, that a performed reorganisation-step does not change this behaviour

In this section, we present two approaches for the reorganisation of object-oriented systems. In 2.4.1.1 we
describe the high-level approach first presented im{Z 97]. This approach describes design patterns as
operators rather than as building blocks. The low-level approach of William Opdyke, who describes in
[JoHN 93] a set of transformations he caléfactorings is presented in 2.4.1.2.

2.4.1.1 Design Patterns as Operators

Design patterns have recently gained much attention in the field of software engineering. Many people
consider them to be a promising approach for overcoming some fundamental problems in the design and
reuse of object-oriented software. Design patterns were first introduced to the software community by
Gamma et. al [@GmM 95], [GAMM 91] in the early 90s. They are descriptions of solutions to a set of
common, recurring design problems within a particular context. They consist of a pattern name, a problem
description, the presentation of a well-proven solution and the consequences and trade-offs of applying the
pattern. The essential advantages of the application of design patterns are:

e Better software design can be achieved via the reuse of well-proven solutions for general design
problems.

¢ Design patterns form a standardised terminology for the modelling of software systems. They ease
the documentation of design decisions and make them more understandable.

¢ Design patterns are language independent.

Over the years, some weaknesses in design patterns have been identified. One major problem is the absence
of a more formal classification of design patterns and their mutual relationships[85]. Due to the
commonly very informal description of the purpose and the structure of a design pattern it is often hard to
choose the right pattern variant.
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Another major problem is the lack of a systematic way to integrate design patterns into existing systems.
The descriptions of design patterns are so far mainly focused on the depiction of the target structure re-
sulting from the application of the design pattern. The process of pattern application itself is often not
taken into consideration. That means that up to now, design patterns have been seen as building blocks
[Busc96], rather than as operators. This allows for the easy construction of new systems, but makes it
very hard to introduce design patterns into existing systems in order to reorganise them.

Problem Structure Transformation Target Structure
Process

Figure 2.50: Systematic process of design pattern application

In order to overcome these shortcomings, a new approach is presentedin §Z]. The author introduces

a novel concept to support the systematic application of design patterns to existing software systems. In
his approach he considers design patterns to be operators, whose application transforms an existing design
into a target design, fulfilling the necessary requirements. In order to make a systematic approach possible,
the process of design pattern application is split into five steps (see Figure 2.50). The example given in
Figure 2.51 and 2.52 illustrates the algorithm of applying the paBedygeto an existing design:

1. Identification of the problem structure: The software engineer identifies the part of the existing
design that should be reorganised. In the given example (see figure 2.51), the application of operator
Bridgeaims at de-coupling the abstraction (superciests) from its implementations. The problem
structure comprises the claSst and its descendants.

2. Check of pre-conditions All pre-conditions must hold in order to apply the design pattern operator.
In our example, the implementatiohshSet andListSet  must provide the same interface as
the abstractiolset in order to be interchangeable.

3. Parameterised transformation of the problem structure into the target structure: In this step
the design pattern application itself is put into place. The process is divided into generic aspects
(depending on the design pattern) and application specific aspects (parameters). The user parame-
terises the process by choosing an appropriate variant of the design pattern. Additional parameters
are for example the set of methods which will be delegated or the decision whether the class of the
implementation object shall be interchangeable at run-time or not.

In our example, a new abstract cl&stimpl  (the new implementation superclass) is introduced.
A new attributeimpl is added to the clasSet (3a). The methods oSet are divided into two
groups; implementation-independent methods which rema@etnand implementation-dependent
methods which are moved ®etimpl . This division is performed by the use®et delegates all
calls to implementation-dependent methodSe&timpl  (3b). Now the user may decide whether
he wants the implementation objects to be interchangeable at run-time @&dpol( our example,
the methocchangelmpl provides the corresponding functionality.

4. Reorganisation of context The transformation of the problem structure often causes a change to
its interface. The clients of the interface affected by the change have to be reorganised in order to
provide the same functionality as before. In our example all calls of the feww{HashSet) are
replaced bynew(Set(HashSet))
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@ Set

abstract insert()
abstract delete()
abstract lookup()
abstract forall()

forall obj in self
d

deleteAll) O~ —| — — — — — - ° .
uﬁigne() 0 Odself.delete (obj)
| |
HashSet ListSet
hashtable htbl list Ist
insert() {...} insert() {...}
delete() {...} delete() {...}
lookup() {...} lookup() {...}
forall() {...} forall() {...}
Set —————— % Setimpl

impl @ —
abstract insert() 1
abstract delete()
abstract lookup() /
abstract forall() [ I
deleteAll() HashSet ListSet
union()

Figure 2.51: Application of Design Pattern Operasoidge (1)

5. Check of post-conditions Post-conditions must hold after the design pattern has been applied. It
is often hard to formalise post-conditions as they usually depend on semantics. Therefore they are
often described informally. In our example the conditithe class of the implementation object is
interchangeable at runtimetnust hold after the application of the operaBridge.

The needed transformations are described in terms of meta model operations. For this purpose, a meta
model comprising the entitieSlass Method Param andAttribute and a description language are intro-
duced. This language consists of three sets of constructs:

¢ transformation operations, e.gpplyDelegation( <from >, <to >, <Params>)
e parameterisations by the user, eglpputVar >7?: <VarType > [ <InitList >]

e miscellaneous operations, e.g., conditions and labels

With the approach described above, the application of design patterns becomes an algorithmic process. In
the "building block” approach, the user must know about and understand the informal description of the
design pattern and all its relationships and variants in order to apply the pattern to the design. The ex-
plicit separation of generic and specific aspects (e.g., parameters) of the design pattern and the operational
presentation simplify its application, since the user only has to cope with use-case specific aspects of the
design pattern application. Beyond this, the transformational approach enables to use design patterns as
reorganisation operatorf order to reorganise existing systems by identifying the problem structure and
transforming it into an improved target structure using the algorithm described above.
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Set — = Setimpl
impl > |
i — 1 — abstract insert()
:jne? Ieertté%) o h abstract delete()
lookup() abstract lookup()
forall() ' abstract forall()
deleteAll() impl.insert(...); E‘
union()
I I
HashSet ListSet
@ Set —— = Setimpl
impl <> —
insert() abstract insert()
delete() abstract delete()
lookup() abstract lookup()
forall() abstract forall()
deleteAll()
union() abstract changelmpl()
constructor (type subtypeSetimpl) i
constructor() {impl = new type ; }
changelmpl() O~ —|
— | |
| HashSet ListSet
changelmpl (type subtypeSetimpl)
{impl.changelmpl(type) ; } changelmpl() {...} changelmpl() {...}

Figure 2.52: Application of Design Pattern OperaBoidge (I1)

2.4.1.2 Refactorings

In his PhD thesis [GHN 93], William Opdyke presented an approach for the support of the evolution of
object-oriented systems. He defined a set of so-cadifeattorings which are implementable in a tool and
showed that the application of these refactorings does not change the system behaviour.

Opdyke calls the property of not changing the behaviour of a progermantic equivalenand defines it
as follows:

Let the external interface to the program be via the funatiam If the functionmainis called
twice (once before and once after a refactoring) with the same set of inputs, the resulting set
of output values must be the same.

Besides the semantic equivalence, Opdyke additionally defines several more invariants to ensure the syn-
tactic and semantic correctness of the refactorings. He does not, for example, allow thenuggpd
inheritanceor theredefinition of inherited member variableBvery refactoring has to preserve these in-
variants.

The refactorings are divided into two subsets: One subset contaitma2@vel refactoringfocusing

on simplicity in order to make it easy to prove that system behaviour is not changed. The other subset
consists of thredigh-level refactoringswhich are defined by using the low-level refactorings. The proof

of the behaviour preserving nature of the high-level refactorings is also furnished in terms of low-level
refactorings.

Low-level refactorings allow the creation (e.g.create _empty class ), deletion (e.g.,
delete _member_function ) or modification of program entities (e.gdd _function _argument ).
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Furthermore, refactorings to move member variables (e.0.,
move_member_variable _to _superclass ) and simple composite refactorings (e.g.,
convert _code _segment _to _function ) belong to the low-level refactorings. The description of
these refactorings is as follows:

Name Denotes the name of the refactoring.

Description: Describes the refactoring and its variants.

Arguments: Enumerates the set of arguments and their meaning.

Pre-conditions Lists the set of pre-conditions, which have to hold in order to assure that the seman-
tics of the program remain unchanged when applying the refactoring.

Proof of correctness A semi-formal proof that ensures that the refactoring does not change either
the invariants or the semantics of the program, assuming that all pre-conditions hold.

The three high-level refactorings described iofik 93] are:

e Creation of an abstract superclassThe common abstraction (methods, member variables) of two
or more classes is factored out into an abstract superclass.

e Subclassing and simplifying conditionals Conditional statements, dependent on the internal state
of the object, which are used to select the different behaviour of an object are replaced by an imple-
mentation using various subclasses and polymorphism.

e Converting an inheritance relation into an aggregation A relation modelled by inheritance is
converted into aggregation. The functionality, which was inherited can be accessed by delegating it
to the component.

The description of the high-level refactorings contains one additional section describing how it is decom-
posed into low-level refactorings, how the pre-conditions can be derived from them and how the proof of
correctness is built upon the proof for the low-level refactorings.

Since Opdyke presented the pre-conditions as well as the necessary restructuring in a detailed way, it
was possible to construct tools for the support of the refactoring task. Due to the complexity of the C++
languagé® Ralph Johnson and his group focused on Smalltalk and constru&ethatoring Browser for
Smalltalk|RoBE 97b]. This tool supports a selection of the refactorings describedinyB3] and was
successfully used for the developmentiaftdraw.

Berthold Mohr showed in [MHR 98] that it is possible to implement a tool supporting refactorings for a
subset of C++. He implemented the refactoring for the conversion of an inheritance relationship into an
aggregation including all necessary low-level refactorings.

In spite of the promising results in formalisingddN 93] and implementing [BRBE 97b][MOHR 98] refac-
torings, there are some restrictions to the approach:

e Behaviour preservationt The described approach of assembling high-level refactorings from low-
level refactorings requires behaviour preservation for every application of a low-level refactoring.
It may be desirable to ignore this constraint and to guarantee behaviour preservation for the entire
high-level refactoring only.

e Language dependancelt is not possible to specify all the pre-conditions in a language-independent
way, because the semantics of a program heavily depend on the semantics of the underlying program-
ming language.

150pdyke writes in [dHN 93]: “The C++ language is a semantically complicated language, supporting machine level operations
such as pointer arithmetic; these complexities make it difficult to more precisely define what behaviour preservation means for C++
programs.”
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e Pre-condition checking Checking whether a pre-condition holds or not, is a difficult task which
requires global dataflow analysis techniques. This is, in general, an unsolvable problem.

e Level of abstraction: Even the high-level refactorings are not on a level of abstraction which is
necessary for reengineering.

Especially the inappropriate level of abstraction is annoying when refactorings must be used to re-engineer
large object-oriented systems. We present a new approach to overcome this shortcoming in the following
section.

2.4.2 The FAMOOQOS approach

This section will begin with a definition of a set of requirements a reorganisation methodology must meet.
Then we show that the approaches presented in section 2.4.1 are not adequate to fulfil these demands. In
the last part, we introduce a new methodology for the reorganisation of large object-oriented systems.

We have identified the following requirements which must be fulfilled by a reorganisation methodology in
order to be practically applicable for large object-oriented software systems:

e Language independenceThe methodology should not rely on a specific object-oriented program-
ming language.

e Level of abstraction: The methodology should aim at the design level rather than the implementa-
tion level, since most of the problems of an object-oriented system which can be solved by reorgani-
sation (e.g., lack of flexibility) concern the design of that system.

e Behaviour preservation The goal of reorganisation is not to change the functionality of a given
system, but to improve the structure of that system in order to make these sorts of functionality
changes easier. Therefore a reorganisation operation should not change the systems behaviour. The
methodology must be proven to preserve behaviour.

e Tool support: The methodology requires for tool support, since reorganising a large system by hand
is error-prone and time-consuming.

In the preceding section, we presented two different approaches to the reorganisation of object-oriented
systems. Although both of them are very promising, they suffer from some weaknesses which make it
difficult to put them into practice. While design pattern operators fulfil the first two requirements, (i.e.,
they are language independent and deal with design aspects) they fail to fulfil the last. Thus, not only is
the underlying model too abstract to be implemented in a tool, but the pattern operators also lack proof
of behaviour preservation. Unlike low-level refactorings, the atomic operations which make up a design
pattern operator do not necessarily lead to behaviour preserving states. In the example given in Figures
2.51 and 2.52, the application of step 3 changes the behaviour of that system as constructs of the form
Set s = new(HashSet); are no longer valid due to the broken inheritance relationship. On the
other hand, refactorings provide at least a semi-formal proof of behaviour preservation. Even more, it was
shown that they can be implemented in tool©p& 97b], [MOHR 98]. However, refactorings, even the
high-level refactorings are not at a level of abstraction which is needed for reorganisation. Beyond this
the specification of refactoring-specific pre-conditions heavily depends on the semantics of the underlying
programming language. Thus it is not possible to use the refactoring-approach in a language independent
way.

Our approach offers the best of both worlds. We combine the two approaches in order to overcome the
shortcomings of both of them hiynplementing the design pattern operat¢Zamm 97] with Opdyke’s
refactorings[JOHN 93].

Whereas in [ZmM 97] the description of the operators is very informal, we are now able to formalise
the operators, as well as their pre-conditions and post-conditions with the aid of the refactorings. This
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means, that we replace the meta-model and the operator-language definednng2] with the model
and language defined ingdiN 93].

The different phases for applying a design-pattern operatoriviNiZ97] are refined as follows:

1. Identification of the problem structure: As in [ZIMM 97] the software engineer has to identify
the part of the system to be reorganised first. Depending on the selected problem structure and the
design pattern operator to be applied, the sequence of refactorings can be determined.

2. Checking the pre-conditions The preconditions are derived from the sequence of refactorings.
They are checked before each application of a single refactoring. However it is possible to derive
a set of preconditions which, when satisfied, ensures the success of the application of the whole
sequence.

3. Parameterised transformation of the problem structure into the target structure: This step
performs the transformation by executing the sequence of refactorings. Asvim [27] this may
require a parameterisation by the user.

4. Reorganisation of context Since the reorganisation of the context is part of the application of a
single refactoring, the context of the problem structure does not need to be reorganised after the
execution of the sequence of refactorings.

5. Checking the post-conditions The post-conditions hold after the application of the design pattern,
because every refactoring preserves the given invariants, while at the same time not changing the
behaviour of the system. An explicit checking of the post-conditions can thus be omitted.

Figures 2.53 and 2.54 depict the third step of the application of the design pattern oBerdgeras
performed by our new approach. The sequence of necessary transformation steps is different from the
sequence in [Bam 97], since our approach requires behaviour preservation at every step.

In step 3aa new, unreferenced clagdstractSet  is introduced.AbstractSet  is assigned to the
same superclass (not shown in the figurepas in step 3b The introduction of a component relation-
ship betweerBSet andAbtractSet , the copying of the interface @et to AbstractSet  and the
delegation of all methods &bstractSet  to its componen$et is depicted irstep 3¢

Set - AbstractSet
bstract insert L<> ;
gggtiggt %jnes% e% Setimpl impl
tract — — —oli
abstract fg?allf(‘))() r 0 h"gl‘f;tté%){{"}}
| lookup() {...}
Sﬁ'igf(’)*”o | forall() {...}
| deleteAll()
/\ union()
|
l I ®
HashSet ListSet |
hashtable htbl list Ist
impl.insert(...);
insert() {...} insert() {...}
delete() {...} delete() {...}
lookup() {...} lookup() {...}
forall() {...} forall() {...}

Figure 2.53: Application of 8ridgewith refactorings (1)
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Step 3das depicted in Figure 2.54 contains the most crucial refactoring. First the constructor method of
AbstractSet  is changed to include one parameter determing the actual implementatiorléslgSet

or ListSet ) of the set. Then every construction of a set (subclasSetf) is changed to use the new
constructor ofAbstractSet  and every variable definition usiri§et or one of its subclasses as a type

is changed tdA\bstractSet . Finally in step 3ea new methodjetimpl can be introduced in the class

Set to determine the actual implementation class of the set.

A A

AbstractSet Set
impl <>
insert() abstract insert()
delete() abstract delete()
lookup() abstract lookup()
forall() abstract forall()
deleteAll()
union() abstract changelmpl()
constructor (type subtypeSetimpl) f
constructor() O— —|— {impl = new type ;}
changelmpl() 0- |
[ | il
| HashSet ListSet
changelmpl (type subtypeSetimpl)
{impl.changelmpl(type) ; } changelmpl() {...} changelmpl() {...}

Figure 2.54: Application of 8ridgewith refactorings (I1)

Our approach fulfils all the already mentioned requirements. The metlemtbisage-independentn the
design-level, because design patterns are language-independent. The design leegisoéate level

of abstraction for a reengineering task. The application of design pattern operators is correct in the sense
of behaviour preservation Since every single primitive transformation is fully specified together with
pre-conditions and post-conditions, it is possible to implen@ols to support our approach

2.4.3 Discussion

In this section we present some results of the application of our approach to an existing system. For
this purpose we implemented a tool prototype which provides several simple or complex refactorings
for C++ (e.g., adctlass, changsuperclass, conveimheritanceinto_aggregation), [MvHR 98] using the

FAST C++-parser [Sem 97]. The sequence and order of refactorings required to implement a particular
design pattern is determined via shell scripts. We tested our tool with an existing software application for
the visualisation of flow data from the field of hydraulic engineering. The aim of our experiment was to
make some hot-spots in the system more flexible in order to ease the functional extension of the software.
Some of our experiences are described below.

The software system mentioned was developed for a Windows NT platform using a proprietary graphic
library providing several drawing classes (eghape, Circle ) and implemented using the Windows
Graphic Device Interface (GDI) as a basis. Due to performance aspects, with a new version of that soft-
ware, it was decided to use the Windows DirectDraw interface. In order to be compatible with older
versions of Windows NT, one requirement was that the platform-dependent graphic sub-system should be
interchangeable.

In the original design the platform specific graphic output routines (drgwPoint ) were coded in
Graphic using GDI-routines. All graphical shapes inherited the needed base functionality from
Graphic (see Figure 2.55). Therefore it was hard to introduce new functionality to support more than
one graphic sub-system, since the platform-dependent parts were strongly coupled to the domain-specific
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Graphic

drawPoint(){...}

getPhysicalPosition(){...}

A

|

Shape

draw(){...}

A

Circle

Rectangle

draw() {...}

draw() {-.}0— | — —

I

/I draw a rectangle B
drawPoint(x,y);

Figure 2.55: Problem structure before reorganisation

Shape

Graphic* impl

<>

abstract draw(){...}

getPhysicalPosition(){...}

drawPoint(x,y){...} O— — 4
|
|

p Graphic

abstract drawPoint(){...}
abstract getPhysicalPosition(){...}

drawPoint(x,y)
{ impl.drawPoint(x,y) ; }

]

Circle

Rectangle

draw() {...}

draw() {...}

Figure 2.56: Improved target structure after the reorganisation and functional extension

GraphicGDI

GraphicDDraw

drawPoint() {...}
getPhysicalPosition(){...}

drawPoint() {...}
getPhysicalPosition(){...}

classes. On the other hand, the relationship betwpe andGraphics was equivalent to ample-

mentation inheritancandGraphic was never used as a static type of a variable or in a polymorphic way

throughout the entire system.

One way to solve that problem is tibjectifythe parts of the problem structure which should be inter-

changeable. We decided to apply the pattern opektidige in order to decouple the platform-specific

functionality from the domain-specific parts. Further requirements were that the reorganisation must pre-

serve the needed inheritance relationships of légrtéphic and Shape, since some methods of those
classes were implemented using inherited functionatftiaad the process should provide the possibil-

ity for appropriate parameterisation by the user (e.g., the selection of delegated methods or inheritance

relations).

18Note: These inheritance relations were left out for simplicity in Figure 2.55 and 2.56
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In order to achieve the necessary target structure, we used a variant of pattern dréetgamonsisting of
the refactoringconvert _inheritance  _into _aggregation . This high-level refactoring converts
an inheritance relationship into a component relationshiiifNl 93] and consists of the following steps:

1. Create a new member varialotepl of type Graphic .

2. For each member function inherited frdBraphic create a member function Bhape. Calls to
these functions are delegated to the corresponding meth@sphic .

Due to the requirement, which states that the inheritance relationship should be preserved, the refactor-
ing was slightly modified as follows. Instead of breaking up the inheritance relationship the refactor-
ing change _superclass s called for classShape. Shape becomes a subclass of the superclass of
Graphic . Now one can easily change the code for platform-dependent graphic support by creating the
appropriate subclass&raphicGDI andGraphicDDraw . The corresponding methods Gfaphic

are changed to beconabstract All these steps can be supported by tool-based refactorings as well.

The process of applying design pattern operators to existing systems resulted in some difficulties. First, pat-
tern operators must obey existing inheritance relationships if necessary. This sometimes leads to slightly
complicated refactoring sequences and often requires user interaction. Another problem was that some-
times our tool could not check all pre-conditions automatically. However, this does not occur in only this
specific case but is generally a problerofik 93], since pre-condition checking often requires global data

flow analysis. Beyond this, our tool only supported a subset of C++ syntax (not supported is pointer arith-
metic and multiple inheritance to name a few). Nevertheless, our tool significantly eased the reorganisation
of the software. In addition, our tool works directly on the source code and no pretty printing is required.
Thus programmers recognise their own code after the reorganisation operation has been completed.

2.4.4 Related Work

Since reengineering and reorganisation has been recognised as an important field of research, many contri-
butions to this topic can be found in the literature. We present in the following only work which is closely
related to our work.

Schema evolution of object-oriented databas®sbe seen as the basis for Opdykes work. kNB87a]

a set of primitive schema evolution operators for the object-oriented database-&Rte&Nis presented

and categorised. However the focus of this work is more on how to deal with different versions of persistent
objects than on code transformations in general.

One aspect of improving the structure of object-oriented systems is discussedsin §2] and [CAsA 93].

The author describes both a global and an incremental approach for reorganisation of inheritance relation-
ships. The approach focuses on the reduction of redundancies in the class definitions. The same author
presented in [EsA 95b] an excellent overview of existing techniques for the management of class evolu-
tion in object-oriented systems.

Several approaches cover parts of the reengineering life-cycle. Bm[@6][vaN 96][FLOR 97] the au-

thors present an approach for visualisfrggmentsof object-oriented systems. These fragments can be
classes, subsystems or even design patterns. Transformations of the fragments are implemented by using
the refactoring browser for Smalltalk e 97b]. However the authors do not describe any high-level
transformations of fragments.

The MeTHOODproject [GROT 97] covers almost the whole reengineering life-cycle. The description of

the transformations is given in a way similar to the description of the design pattern operators. How-
ever no proofs of correctness are given and it seems that it is not possible to perform the transformations
automatically.

Adaptive Programming [LEB 95][HU 96] separates the structure of object-oriented systems from the algo-
rithms operating on these structures. This approach aims at a change avoidance rather than at a systematic
way of increasing the flexibility of object-oriented systems.
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245 Summary

In this chapter we presented a new approach to the tool-based reorganisation of object-oriented software.
Implementing design pattern operators with refactorings, we combined two existing approaches in order
to overcome the weaknesses of both of them. Our methodology uses refactorings, which are proven to
preserve behaviour and can be implemented in tools. Since every application of a refactoring leads to a
behaviour preserving state, composing design pattern operators of refactorings ensures the behaviour pre-
servingness of the entire pattern operator. Beyond this, design pattern operators are language independent,
at least at design level. Pattern operators aim at the right level of abstraction, since most of the problems of
an object-oriented system can only be solved by improving the systems design.We demonstrated the feasi-
bility of our approach by applying design pattern operators composed of simple or complex refactorings to
an existing system in order to reorganise the hot-spots of that system.
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2.5 Reverse and Reengineering Patterns

We have shown how metrics, graphs and metrics combination and grouping software entities can help in
understanding identifying important entities, overall applications organizations and detecting problems.
Based on these results, refactorings can help fixing the identified problems.

Having techniques for helping in the reengineering tasks is of primary importance. Without techniques

and tools supporting them reengineering applications would be nearly impossible. However, relying only

on techniques and tools does not suffice. Indeed knowing how to apply a given technique is not enough
and knowing when to apply or not is also a key point in the success of the reengineering. Moreover,

knowing what are consequence of applying a given technique and in which order apply them is also a key
information.

The following part is a first attempt to record all the implicit knowledge that reengineers have been devel-

oped over the years. This knowledge is described in pattern format to ease the readability and highlight
the motivation and the forces behind every patterns. Please notice that this work is not into a final and
definitive stage as the gathering of such an information is slow and difficult.
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Chapter 3

Reverse Engineering Patterns

3.1 Patterns for Reverse Engineering

This pattern language describes how to reverse engineer an object-oriented software system. Reverse en-
gineering might seem a bit strange in the context of object-oriented development, as this term is usually
associated with “legacy” systems written in languages like COBOL and Fortran. Yet, reverse engineering

is very relevant in the context of object-oriented development as well, because the only way to achieve a
truly reusable object-oriented design is recognized to be iterative development(see 9B], [GoLD 95],

[Jaco 97], [REEN 96]). Iterative development involves refactoring existing designs and consequently, re-
verse engineering is an essential facet of any object-oriented development process.

The patterns have been developed and applied duringatie®os project http: //www.iam.unibe.ch/
~famoos/]; a project whose goal is to produce a set of re-engineering techniques and tools to support the
development of object-oriented frameworks. Many if not all of the patterns have been applied on software
systems provided by the industrial partners in the project (i.e., Nokia and Daimler-Chrysler). These systems
ranged from 50.000 lines of C++ up until 2,5 million lines of Ada. Where appropriate, we refer to other
known uses we were aware of while writing.

In its current state, the pattern language can still be improved and we welcome all kinds of feedback that

would help us do that. We are especially interested in course grained comments —does the structure work?
is the set of forces complete? is the naming OK ?— rather than detailed comments on punctuation, spelling
and lay-out.

Acknowledgments. We would like to thank our EuroPLoP’99 shepherd Kyle Brown: his comments were

so good we considered including him as a co-author. We also want to thank both Kent Beck and Charles
Weir who shepherded a very rough draft of what you hold right now. Finally, we must thank all participants
of theFAMOOS project for providing such fruitful working context.

3.2 Clusters of Patterns

The pattern language itself has been divided gitsterswhere each cluster groups a number of patterns
addressing a similar reverse engineering situation. The clusters correspond roughly to the different phases
one encounters when reverse engineering a large software system. Figure 3.1 provides a road map and
below you will find a short description for each of the clusters.

First Contact (p. 109) This cluster groups patterns telling you what to do when you have your very first
contact with the software system.



106 Reverse Engineering Pattern

Interview During Demo

Read All The Code In One Hour

First Contact

Skim The Documentation

Check The Database _I Extract Architecture |

Check Method Invocations

— | Focus on Hot Areas

Visualize the Structure

Understanding

Inspect the Largest

Exploit the Changes | Prepare Reengineering |

e

Step Through the Executio

Refactor to Understand

Focus by Wrapping
Write the Tests

Build Prototype

Resources spent

Figure 3.1: Overview of the pattern language using clusters.

Extract Architecture (p. 121) Here, the patterns tell you how to get to the architecture out of a system.
This knowledge will serve as a blueprint for the rest of the reverse engineering project.

Focus on Hot Areas (p. 129) The patterns in this cluster describe how to get a detailed understanding of
a particular component in your software system.

Prepare Reengineering(p. 145) Since reverse engineering often goes together with reengineering, this
cluster includes some patterns that help you prepare subsequent reengineering steps.

3.3 Overview of Forces

All the patterns in this pattern language tell you how to address a typical reverse engineering problem. To
evaluate the situation before and after applying the pattern we introduce a nurfdareesfThe forces are
meant to help you assessing whether the pattern is appropriate for your particular situation.

Limited Resources. Because your resources are limited you must select which parts of the system to
reverse engineer first. However, if you select the wrong parts, you will have wasted some of your
precious resources. In general thss resources you need to apply, the better

Tools and Techniques.For reverse engineering large scale systems, you need to apply techniques proba-
bly accompanied with tools. However, techniques and tools shape your thoughts and good reverse
engineering, requires an unbiased opinion. Also, techniques and tools do require resources which
you might not be willing to spend. In general, tless techniques and tools required, the better.
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Reliable Info. A reverse engineer is much like a detective that solves a mystery from the scarce clues
that are available [W.L 96b]. As with all good detective stories, the different clues and testimonies
contradict each other, thus your challenge is to assess which information is reliable and solve the
mystery by coming up with the most plausible scenario. In generamtre reliable the information
you get, the better

Abstraction. The whole idea of understanding the inner complexities of a software system is to construct
mental models of portions of it, thus a process of abstraction. Consequently, the reengineering tax-
onomy of Chikofsky and Cross [@K 90], defines reverse engineering as "the process of analyzing
a subject system to [...] create representations of the system [...] at a higher level of abstraction”.
Of course, the target level of abstraction for your particular reverse engineering step depends very
much on the subsequent demands and so you don’t want to get too abstract. Still in generatethe
abstract the information obtained, the better

Sceptic ColleaguesAs a reverse engineer, you must deal with three kinds of colleagues. The first category
are the faithful, the people who believe that reverse engineering is necessary and who thrust that you
are able to do it. The second is the category of sceptic, who believe this reverse engineering of yours
is just a waste of time and that its better to start the whole project from scratch. The third category is
the category of fence sitters, who do not have a strong opinion on whether this reverse engineering
will pay off, so they just wait and see what happens. To save your reverse engineering from ending
up in the waste bag, you must keep convincing the faithful, gain credit with the fence sitters and be
wary of the sceptic. In general, tineore credibility you gain, the better

3.4 Resolution of Forces

Table 3.1 shows an overview of how the different patterns resolve the forces. This view is especially
important because it emphasises the different trade-offs implied by the patterns. For instance, it shows that
READ ALL THE CODE IN ONE HOUR and XIM THE DOCUMENTATION take about the same amount

of resources and also require about the same amount of techniques and tools (very little, hence the double
plusses), yet score differently on the reliability and abstraction level of the resulting information. On the
other hand, Gess OBJECTSrequires more resources, techniques and tools then the previous two (one
minus), but achieves better results in terms of reliable and abstract information.

3.5 Format of a Reverse Engineering Pattern

The pattern presented hereafter have the following format.

Name. Names the pattern after the solution it proposes. The pattern names are verb phrases to stress the
action implied in applying them.

Intent. Summarizes the purpose of the pattern, including a clarifiixagmpleon when and how to apply
the pattern.

Context. Presents the context in which the pattern is supposed to be applied. You may read this section as
the prerequisites that should be satisfied before applying the pattern.

Problem. Describes the problem the pattern is supposed to solve. Note that the prerequisites defined in
the 'Context’ section are supposed to narrow the scope of the problem, so readers are encouraged to
read both sections together.

Solution. Proposes a solution to the problem that is applicable in the given context. This section may
include aRecipeor a list of Hints andVariationsto be taken in account when applying the solution.
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FIRST CONTACT
READ ALL THE CODE IN ONE HOUR | ++ | ++ + - +
SKIM THE DOCUMENTATION ++ | ++ - +
INTERVIEW DURING DEMO ++ + 0 + -
EXTRACT ARCHITECTURE
GUESSOBJECTS - -+ |+ +
CHECK THE DATABASE - - |+ + | ++
Focus oNHOT AREAS
INSPECT THELARGEST 0 - 0 0
VISUALIZE THE STRUCTURE - | - +
CHECK METHOD INVOCATIONS - - + 0
ExPLOIT THE CHANGES - - ++ + | ++
STEP THROUGH THEEXECUTION - 0| ++ - +
PREPAREREENGINEERING
WRITE THE TESTS - -+ |+t 0
REFACTOR TOUNDERSTAND - - 0 + 0
BUILD A PROTOTYPE - - + | -- ++
Focus BY WRAPPING - 0 0 0 0

Table 3.1: How each pattern resolves the forces. Very goeedGood:+, Neutral: 0, Rather Bad:, Very

bad:-- . Limited Resources: The less resources you need to apply, the better. Tools and Techniques: The
less techniques and tools required, the better. Reliable Info: The more reliable the information you get, the
better. Abstraction: The more abstract the information obtained, the better. Sceptic Colleagues: The more
credibility you gain, the better.

Forces Resolved.Describes the situation after applying the pattern. This description is done in terms of
the forces.

Rationale. Explains the technical background of the pattern, i.e. why it works.

Known Uses. Presents the know uses of this pattern. Note that all patterns in this pattern language have
been developed and applied in the context ofRRROOS project. Yet, this section presents other
reported uses of the pattern we were aware of while writing the pattern.

Related Patterns. Links the pattern in a web of other patterns, explaining how the patterns work together
to achieve the global goal of reverse engineering. The section includesudting Contextvhich
tells you how you may use the output of this pattern as input for another one.



Chapter 4

Cluster: First Contact

All the reverse engineering patterns in this cluster are applicable in the very early stage of a reverse engi-
neering project when you are largely unfamiliar with the software system. Before tackling such a project,
you need an initial assessment of the software system. However, accomplishing a good initial assessment
is difficult because you need a quick and accurate result.

The patterns in this cluster tell you how to optimally exploit information resources like source cede (R
ALL THE CODE IN ONE HOUR (p. 111)), documentation (M THE DOCUMENTATION (p. 114)) and
system experts NTERVIEW DURING DEMO (p. 117)). The order in which you apply them depends mainly
on your project and we refer you to thRelated Patterns’section in each pattern for a discussion on the
trade-offs involved. Afterwards you will probably want tooBFER WITH COLLEAGUES (p. 152) and
then proceed with ETRACT ARCHITECTURE(p. 121).

Forces Reuvisited

Limited Resources. Wasting time early on in the project has severe consequences lateonsequently,
time is the most precious resource in the beginning of a reverse engineering prtiisds especially
relevant because in the beginning of a project you feel a bit uncertain and then it is tempting to start
an activity that will keep you busy for a while, instead of something that confronts you immediately
with the problems to address.

Tools and Techniques.In the beginning of a reverse engineering project, you are in a bootstrapping situa-
tion: you must decide which techniques and tools to apply but you lack a profound basis to make such
a decisionConsequently, choose very simple techniques and very basic tools, deferring complex but
time consuming activities until later.

Reliable Info. Because you are unfamiliar with the system, it is difficult to assess which information is
reliable. Consequently, base your opinion on certified information but complement it using supple-
mentary but less reliable information sources.

Abstraction. At the beginning of the project you can not afford to be overwhelmed by too many details.
Consequently, favor techniques and tools that provide you with a general overview.

Sceptic ColleaguesThis force is often reinforced in the beginning of a reverse engineering project, be-
cause as a reverse engineer —or worse, a consultant—there is a good chance that you are a newcomer
in a project teamConsequently, pay attention to the way you communicate with your colleagues as
the first impression will have dire consequences later.
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READ ALL THE CODE IN ONE HOUR

Author(s): Serge Demeyer, S¢phane Ducasse and Sander Tichelaar
Intent

Make an initial evaluation of the condition of a software system by walking through its source code in a
limited amount of time.

Example. You are facing a 500 K lines C++ program, implementing a software system to
display multi-media information in real time. Your boss asks you to look how much of the
source code can be resurrected for another project. Before actually identifying what may be
reused, you will leaf through the source code to get a feeling for its condition.

Context

You are starting a reverse engineering project of a large and unfamiliar software system. You have the
source code at your disposal and you have reasonable expertise with the implementation language being
used.

Problem

You need an initial assessment of the internal state a software system to plan further reverse engineering
efforts.

Solution

Take the source code to a room where you can work undisturbed (no telephones, no noisy colleagues).
Grant yourself a reasonably short amount of study time (i.e., approximately one hour) to walk through the
source code. Take notes sparingly to maximize the contact with the code.

After this reading time, take about the same time to produce a report about your findings, including list of
() the important entities (i.e., classes, packages, ...); (i) the coding idioms applied (i.e., ©Oft $2],

[MEYE 98], [MEYE 96]; Smalltalk [BEck 97]); and (iii) the suspicious coding styles discovered (i.e.,
“code smells” [FowL 99]). Keep this report short, and name the entities like they are mentioned in the
source code.

Hints. The fact that you are limited in time should force you to think how you can extract the most useful
information. Below are some hints for things to look out for.

e Functional tests or units tests convey important information about the functionality of a software
system.
e Abstract classes and methods reveal design intentions.

¢ Classes high in the hierarchy often define domain abstractions; their subclasses introduce variations
on a theme.
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e Occurrences of the Singleton patternAi@v 95] may represent information that is constant for
every complete execution of a system.

e Surprisingly large constructs often specify important chunks of functionality that should be executed
sequentially.

e Some development teams apply coding styles and if they did, it is good to be aware of them. Espe-
cially naming conventions are crucial to scan code quickly.

Forces Resolved

Limited Resources. By applying this pattern, you spend 1/2 a day (plus the time to collect the source
code) to end up with a short list that is a reasonable basis for planning further reengineering efforts.

Tools and Techniques.Good source code browsers can speed you up and inheritance hierarchy browsers
can give you a feel for the structure of a software system. However, be wary of fancy tools as they
quickly overwhelm you with too much unnecessary information and may require a lot of time to
configure correctly. Printing out the source code and reading a paper version may serve just as well.

Reliable Info. The concentrated contact with the code —and code is the only testimony you are sure is
correct— provides you with a rather unbiased view to start with. Moreover, by applying this pattern
—especially in combination witht3M THE DOCUMENTATION (p. 114)- you may already have
encountered some contradicting pieces of information, which is definitely worthwhile to explore in
further depth.

Abstraction. The information you get out is fairly close to the source code, consequently the abstraction
level is quite low. However the fact that you work under time pressure forces you to skip details
driving you towards an abstract view of the software system.

Sceptic ColleaguesThe mere effect of asking quite precise questions after only 1/2 a day of effort raises
your credit tremendously, usually enough for being allowed to continue your attempts.

Rationale

Reading the code in a short amount of time is very efficient as a starter. Indeed, by limiting the time and yet
forcing yourself to look at all the code, you mainly use your brain and coding expertise to filter out what
seems important. This is a lot more efficient than extracting human readable representations or organizing
a meeting with all the programmers involved.

Moreover, by reading the code directly you get an unbiased view of the software system including a sense
for the details and a glimpse on the kind of problems you are facing. Because the source code describes
the functionality of the system —no more, no less— it is the only reliable source of information. Be careful
though with comments in the code. Comment can help you in understanding what a piece of software is
supposed to do. However, just like other kinds of documentation, comments can be outdated, obsolete or

simply wrong.

Finally, acquiring the vocabulary used inside the software system is essential to understand it and commu-
nicate about it with other developers. This pattern helps to acquire such a vocabulary.

1Remember the old Swiss saying: "If the map and the terrain disagree, trust the terrain”
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Known Uses

While writing this pattern, one of our team members applied it to reverse engineer the Refactoring Browser
[RoBE97a]. The person was not familiar with Smalltalk, yet was able to identify code smells such as
“Large Constructs” and “Duplicated Code”. Even without Smalltalk experience it was possible to get a
feel for the system structure by a mere inspection of class interfaces. Also, a special hierarchy browser did
help to identify some of the main classes and the comments provided some useful hints to what parts of the
code were supposed to do. Applying the pattern took a bit more than an hour, which seemed enough for a
relatively small system and slow progress due to the unfamiliarity with Smalltalk.

The original pattern was suggested by Kent Beck, who stated that it is one of the techniques he always
applies when starting consultancy on an existing project. Since then, other people have acknowledged that
it is one of their common practices.

Related Patterns

If possible, READ ALL THE CODE IN ONE HOUR (p. 111) in conjunction with 8iM THE DOCUMENTA-

TION (p. 114) to maximize your chances of getting a coherent view of the system. To guide your reading,
you may precede this pattern witk TERVIEW DURING DEMO (p. 117), but then you should be aware that
this will bias your opinion.

Resulting Context. This pattern results in a list of (i) the important entities (i.e., classes, packages, ...);
(i) the presence of standard coding idioms and (iii) the suspicious coding styles discovered. This is enough
to start QJESSOBJECTS(p. 123) and GECK THE DATABASE (p. 126) to improve the list of important
entities. Depending on whether you want to wait for the resultsxof1ISTHE DOCUMENTATION (p. 114),

you should consider to @VFERWITH COLLEAGUES (p. 152).
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SKIM THE DOCUMENTATION

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar
Intent

Make an initial guess at the functionality of a software system by reading its documentation in a limited
amount of time.

Example. You must develop a geographical information system. Your company has once
been involved in a similar project, and your boss asks you to check if some of the design of
this previous project can be reused. Before doing any design extraction on the source code,
you will skim the documentation to see how close this other system is to what you are expected
to deliver.

Context

You are starting a reverse engineering project of a large and unfamiliar software system. You have the doc-
umentation at your disposal and you are able to interpret the diagrams and formal specifications contained
within.

Example. If the documentation relies on use cases (3ee¢ 97]) for recording scenarios or
formal languages for describing protocols, you should be able to understand the implications
of such specifications.

Problem

You need an initial idea of the functionality provided by the software system in order to plan further reverse
engineering efforts.

Solution

Take the documentation to a room where you can work undisturbed (no telephones, no noisy colleagues).
Grant yourself a reasonably short amount of study time (i.e., approximately one hour) to scan through the
documentation. Take notes sparingly to maximize the contact with the documentation.

After this reading time, take about the same time to produce a report about your findings, including a list

of (i) the important requirements; (ii) the important features (iii); the important constraints; (iv) references

to relevant design information. Include your opinion on how reliable and useful each of these are. Keep
this report as short as possible and avoid redundancy at all cost (among others, use references to sections
and/or page numbers in the documentation).

Depending on the goal of the reverse engineering project and the kind of documentation you have at your
disposal, you may steer the reading process to match your main interest. For instance, if you want in-
sight into the original system requirements then you should look inside the analysis documentation, while
knowledge about which features are actually implemented should be collected from the end-user manual
or tutorial notes. If you have the luxury of choice, avoid spending too much time to understand the design
documentation (i.e., class diagrams, database schema'’s, ...): rather record the presence and reliability of
such documents as this will be of great help in later stages of the reverse engineering.
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Be aware for documentation that is outdated with respect to the actual system. Always compare version
dates with the date of delivery of the system and make note of those parts that you suspect unreliable.

Avoid to read the documentation electronically if you are not sure to gain significant browsing functionality
(e.g., hypertext links in HTML or PDF). This way you will not spend times with versions, file format and
platform issues that certain word processors and CASE tools do not succeed to address.

Hints. The fact that you are limited in time should force you to think how you can extract the most useful
information. Below are some hints for things to look out for.

o Atable of contents gives you a quick overview of the structure and the information presented.
¢ \ersion numbers and dates tell you how up to date the documentation is.
e References to other parts of the documentation convey chronological dependencies.

e Figures are a always a good means to communicate information. A list of figures, if present, may
provide a quick path through the documentation.

e Screen-dumps, sample print-outs, sample reports, command descriptions, reveal a lot about the func-
tionality provided in the system.

e Formal specifications, if present, usually correspond with crucial functionality.

¢ Anindex, if present contains the terms the author deems significant.

Forces Resolved

Limited Resources. By applying this pattern, you spend 1/2 a day (plus the time to collect the documen-
tation) to end up with a short list that is a reasonable basis for planning further reengineering efforts.

Tools and Techniques.As reading the documentation only requires the physical document, the tool inter-
ference is really low. Yet, when CASE tools have been applied, it may be necessary to consult the
documentation on line. Note that CASE tools often enforce some documentation conventions so be
sure to be aware of them.

No special techniques are necessary to apply this pattern, unless formal specification or special dia-
grams are used.

Reliable Info. The success of this pattern depends heavily on the quality of the documentation. Applying
this pattern (especially combined witrERD ALL THE CODE IN ONE HOUR (p. 111)), you may
have encountered some contradicting pieces of information, which is definitely worthwhile to explore
in further depth.

Abstraction. The abstraction level you get out depends largely on the abstraction level of the available
documentation, but is usually quite high because documentation is supposed to be written at a certain
abstraction level.

Sceptic ColleaguesUnless good documentation is available, sceptics will almost certainly consider this
activity a waste of time and you will probably loose some credibility with the faithful and fence
sitters. This is a negative effect, so reduce its potential impact by limiting the time spend here.
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Rationale

Knowing what functionality is provided by the system is essential for reverse engineering. Documentation
provides an excellent means to get an external description of this functionality.

However, documentation is either written before or after implementation, thus likely to be out of sync
with respect to the actual software system. Therefore, it is necessary to record the reliability. Moreover,
documentation comes in different kinds, i.e. requirement documents, technical documentation, end-user
manuals, tutorial notes. Depending on the goal of your reengineering project, you will record the usability
of each of these documents. Finally, documentation may contain large volumes of information thus reading
is time consuming. By limiting the time you spend on it, you force yourself to classify the pieces of
information into the essential and the less important.

Related Patterns

You may or may not want to8M THE DOCUMENTATION (p. 114) before RAD ALL THE CODE IN

ONE HOUR (p. 111) depending on whether you want to keep your mind free or whether you want some
subjective input before reading the cod&TERVIEW DURING DEMO (p. 117) can help you to collect a

list of entities you want to read about in the documentation.

Resulting Context. This pattern results in a list of (i) the important requirements; (ii) the important
features (iii); the important constraints; (iv) references to relevant design information plus an opinion on
how reliable and useful each of these are. Together with the resutaf RLL THE CODE IN ONE HOUR

(p. 111) and 8 M THE DOCUMENTATION (p. 114) this is a good basis ta0BIFERWITH COLLEAGUES

(p. 152) and then proceed withuessOBJECTS(p. 123) and GECK THE DATABASE (p. 126).
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INTERVIEW DURING DEMO

Author(s): Serge Demeyer, S¢phane Ducasse and Sander Tichelaar
Intent

Obtain an initial feeling for the functionality of a software system by seeing a demo and interviewing the
person giving the demo.

Example. You are asked to extend an existing database application so that it is now accessible
via the world-wide web. To understand how the end-users interact with the application, you
will ask one of the current users to show you the application and use that opportunity to chat
about the systems user-interface. And to understand some of the technical constraints, you will
also ask one of the system maintainers to give you a demo and discuss about the application
architecture.

Context

You are starting a reverse engineering project of a large and unfamiliar software system. You have found
somebody to demonstrate the system and explain its usage.

Problem

You need an idea of the typical usage scenario’s plus the main features of a software system in order to
plan further reverse engineering efforts.

Solution

Observe the system in operation by seeing a demo and interviewing the person who is demonstrating. Note
that the interviewing part is at least as enlightening as the demo.

After this demo, take about the same time to produce a report about your findings, including (i) some
typical usage scenarios or use cases; (ii) the main features offered by the system and whether they are
appreciated or not; (i) the system components and their responsibilities; (iv) bizarre anecdotes that reveal
the folklore around using the system.

Hints. The person who is giving the demo is crucial to the outcome of this pattern so care is demanded
when selecting the person. Therefore, consider to apply this pattern several times with different kinds of
persons giving the demo. This way you will see variances in what people find important and you will hear
different opinions about the value of the software system. Always be wary of enthusiastic supporters or
fervent opponents: although they will certainly provide relevant information, you must spend extra time to
look for complementary opinions in order to avoid prejudices.

Below are some hints concerning people you should be looking for, what kind of information you may
expect from them and what kind of questions you should ask them.

¢ An end-usershould tell you how the system looks like from the outside and explain you some de-
tailed usage scenarios based on the daily working practices. Ask about the situation in the company
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before the software system was introduced to assess the scope of the software system within the
business processes. Probe for the relationship with the computer department to divulge bizarre anec-
dotes.

¢ A person from thenaintenance/developmentteahould clarify the main requirements and architec-
ture of a system. Inquire how the system has evolved since delivery to reveal some of the knowledge
that is passed on orally between the maintainers. Ask for samples of bug reports and change requests
to assess the thoroughness of the maintenance process.

e A managershould inform you how the system fits within the rest of the business domain. Ask about
the business processes around the system to check for unspoken motives concerning your reverse
engineering project. This is important as reverse engineering is rarely a goal in itself, it is just a
means to achieve another goal.

Forces Resolved

Limited Resources. By applying this pattern, you spend 1/2 a day (plus the time to set-up the demo) to
end up with a short list that is a reasonable basis for planning further reengineering efforts.

Tools and Techniques.Except for the equipment necessary to run the software system —which should be
readily available— this pattern does not require anything special. The interviewing technique to apply
requires a special listening ear though.

Reliable Info. A demo is a reliable means to dig out what features are considered important, but you
cannot trust on it to omit irrelevant features. Of course the reliability of the information obtained
depends largely on the person who is giving the demo. Therefore, if possibly cross-check any in-
formation against other more reliable sources (requirements, progress and delivery reports, source
code, log files, ...).

Abstraction. The abstraction level achieved by seeing a demo is quite abstract, though it depends on the
person who is giving a demo.

Sceptic ColleaguesThe users and maintainers of a software system are usually quite eager to show you
the system and tell you what they like and dislike about it. If you have a good listening ear this is a
good way to boost your credibility.

Rationale

Interviewing people working with a software system is essential to get a handle on the important function-
ality and the typical usage scenario’'s. However, asking predefined questions does not work, because in the
initial phases of reverse engineering you do not know what to ask. Merely asking what people like about a
system will result in vague or meaningless answers. On top of that, you risk getting a very negative picture
because people have a tendency to complain.

Therefore, hand over the initiative to the user by requesting for a demo. First of all, a demo allows users
to tell the story in their own words, yet is comprehensible for you because the demo imposes some kind of
tangible structure. Second, because users must start from a running system, they will adopt a more positive
attitude explaining you what works. Finally, during the course of the demo, you can ask lots of precise
guestions, getting lots of precise answers, this way digging out the expert knowledge about the system’s
usage.
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Known Uses

One anecdote from the very beginning of #rem00Ss project provides a very good example for the po-
tential of this pattern. For one of the case studies —a typical example of a 3-tiered application with a
database layer, domain objects layer and user-interface layer— we were asked 'to get the business objects
out’. Two separate individuals were set to that task, one took a source code browser and a CASE tool and
extracted some class diagrams that represented those business objects. The other installed the system on
his local PC and spend about an hour playing around with the user interface to came up with a list of ten
guestions about some strange observations he made. Afterwards, a meeting was organized with the chief
analyst-designer of the system and the two individuals that tried to reverse engineer the system. When
the analyst-designer was confronted with the class-diagrams he confirmed that these covered part of his
design, but he couldn’t tell us what was missing nor did he tell us anything about the rationale behind his
design. It was only when we asked him the ten questions that he launched off into a very enthusiastic and
very detailed explanation of the problems he was facing during the design — he even pointed to our class
diagrams during his story! After having listened to the analyst-designer, the first reaction of the person that
extracted the class diagrams from the source code was 'Gee, | never read that in the source code’.

Related Patterns

For optimum results, you should perform several attempt&oERVIEW DURING DEMO (p. 117) with
different kinds of people. Depending on your taste, you may perform these attempts before, after or in-
terwoven with READ ALL THE CODE IN ONE HOUR (p. 111) and 8M THE DOCUMENTATION (p.

114).

Resulting Context. This pattern results in (i) some typical usage scenarios or use cases; (ii) the main
features offered by the system and whether they are appreciated or not; (iii) the system components and
their responsibilities; (iv) bizarre anecdotes that reveal the folklore around using the system. Together with
the result of RAD ALL THE CODE IN ONE HOUR (p. 111) and 8iM THE DOCUMENTATION (p. 114)

this is a good basis to @\FERWITH COLLEAGUES (p. 152) and then move on tougSsS OBJECTS(p.

123) and GIECK THE DATABASE (p. 126).
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Chapter 5

Cluster: Extract Architecture

The patterns in RST CONTACT (p. 109) should have helped you getting an initial feeling of the software
system. Now is the right time to draw some blueprints of the complete system that will serve as a roadmap
during the rest of the reverse engineering project. The main priority in this stage of reverse engineering is
to get an accurate picture without spending too much time on the hairy details.

The patterns in this cluster tell you how to derive a system blueprint from source coags§®BIECTS
(p. 123)) and from a database schemakCk THE DATABASE (p. 126)). With these blueprints you will
probably want to proceed withd€us ONHOT AREAS (p. 129).

Forces Revisited

Reliable Info. Since the blueprints resulting from these activities will influence the rest of your project,
accuracy is the single most important aspecbnsequently, take special precautions to make the
extracted blueprints as reliable as possible. particular, plan for an incremental approach where
you gradually improve the blueprints while you gain a better understanding of the system.

Limited Resources. Results coming from this stage of reverse engineering are always worthW@iite.
sequently, consideEXTRACT ARCHITECTUREA very important activity and plan to spend a con-
siderable amount of your resources hdtmwever, via an incremental approach you can stretch your
resources in time.

Tools and Technigues.While extracting an architecture, you can afford the time and money to apply
some heavyweight techniques and purchase some expensive ¥abls—because accuracy is so
important— do never rely on techniques and tools and always make a conscious assessment of their
output.

Abstraction. Architectural blueprints are meant to strip away the details. Yet, computer science has this
strange phenomenon that details are crucial to the overall systemdB7]. Consequently, favor
different blueprints that emphasize one perspective and choose the most appropriate ones when nec-
essary.Adapt the notation to the kind of blueprint you are makingA{D95] — principle 21).

Sceptic ColleaguesGood blueprints help a lot because they greatly improve the communication within a
team. However, since they strip away details, you risk to offend those people who spend their time
on these details. Also, certain notations and diagrams may be new to people, and then your diagrams
will just be ignored. Consequently, take care in choosing which blueprints to produce and which
notations to use — they should be helpful to all members of the team.
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GUESSOBJECTS

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar
Intent

Progressively refine a model of a software system, by defining hypotheses about what should be in the code
and checking these hypotheses against the source code

Example. You are facing a 500 K lines C++ program, implementing a software system to
display multi-media information in real time. Your boss asks you to look how much of the
source code can be resurrected from another project. After hRaEBg ALL THE CODE IN

ONE HOUR (p. 111), you noticed an interesting piece of code concerning the reading of the
signals on the external video channel. You suspect that the original software designers have
applied some form of observer pattern, and you want to learn more about the way the observer
is notified of events. You will gradually refine your assumption that the a5 OCHANNEL

is the subject being observed by reading its source code and tracing interesting paths.

Context

You are in the early stages of reverse engineering a software system: you have an initial understanding of
its functionality and you are somewhat familiar with the main structure of its source code. Due to this, you
have identified a certain aspect of the system as especially important. You have on-line access to the source
code of the software system and the necessary tools to manipulate it (i.e., from an elemgeygdo/a
professional browser). You have reasonable expertise with the implementation language being used.

Problem

You must gain an overall understanding of the internal structure of a software system and report this knowl-
edge to your colleagues so that they will use it as a kind of roadmap for later activities.

Solution

Take a notepad and/or sketchpad (not necessarily as an electronic tool). Based on your experience, and
the little you already understand from the system, devise a model that serves as your initial hypotheses of
what to expect in the source code. Check these hypotheses against the source code, using whatever tools
you have available. Consciously keep track of which parts of the source code confirm and which parts
contradict your hypotheses. Based on the latter, refine the initial model, recheck the hypotheses and rework
the list of confirmations and contradictions. Do this until you obtain a more or less stable model.

Note that it is a good idea to sort the entities in your hypotheses models according to the probability of
appearance in source-code. This is especially useful as names inside the source-code do not always match
with the concepts they represent. This may be due to particular coding conventions or compiler restrictions
(identifiers cannot exceed a certain length), or because of the native language of the original programmer.

Afterwards, sit down to produce a boxes- and arrows diagram describing your findings. As a rule of the
thumb, make sure your diagram fits on one page. It is better to have two distinct diagrams, where each

1In one particular reverse engineering experience, we were facing source code that was a mixture of English and German. As you
can imaginegrep is not a very good tool to check occurrences of English terms in German texts.
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provides a clean perspective on the system than one messy diagram with too many details too read and
memorize. People should be able to redraw the diagram from memory after they have seen it once; it is
only then that your diagram will really serve as a roadmap.

Variations. The pattern itself is quite broad and thus widely applicable. Below are some suggestions of
possible variants.

e Guess PatterndVhile having READ ALL THE CODE IN ONE HOUR (p. 111), you might have seen
some symptoms of patterns. You can use a variant wf $% OBJECTSto refine this knowledge.
(See the better known pattern cataloguesy® 95], [Busc 96], [FowL 97b] for patterns to watch
out for. See also [Row 96] for a discussion on tool support for detecting patterns.)

e Guess Object Responsibiliti€Based on the requirements resulting frorid THE DOCUMENTA-
TION (p. 114), you can try to assign object responsibilities and check the resulting design against
the source code. (To assign object responsibilities, use the noun phrases in the requirements as the
initial objects and the verb phrases as the initial responsibilities. Derive a design by mapping objects
on class hierarchies and responsibilities on operations. Seer[90] for an in depth treatment on
responsibility-driven design.)

e Guess Object RoleShe usage scenarios that you get outaofERVIEW DURING DEMO (p. 117)
may serve to define some use cases that in turn help to find out which objects fulfill which roles. (See
[Jaco 92] for use cases and H&N 96] for role modeling.)

e Guess Process Architecturélhe object-oriented paradigm is often applied in the context of dis-
tributed systems with multiple cooperating processes. A varianUg#S53OBJECTSmay be applied
to infer which processes exist, how they are launched, how they get terminated and how they interact.
(See [LEA 96] for some typical patterns and idioms that may be applied in concurrent programming.)

Forces Resolved

Limited Resources. The amount of resources you invest in this pattern depends mainly on the level of
detail and accuracy that you want to achieve. Be wary of the hairy details though, as this pattern
tends to have an exponential effort/gain curve. For detailed information, consider switchingro S
THROUGH THEEXECUTION (p. 142) instead.

Tools and Techniques.Applying this pattern does not require a lot of tools: a a singpép may be suf-
ficient and otherwise a good code browser will do. Probably you will also need a tool for producing
the final blueprint, as it is likely that someone will have to update the blueprint later on in the project.
However, choose a a simple drawing tool rather then a special purpose CASE tool, as you will need
a lot of freedom to express what you found.

In itself, the pattern does not require a lot of techniques. However, a large repertoire of knowledge
about idioms, patterns, algorithms, techniques is hecessary to recognize what you see. As such, the
pattern should preferably be applied by experts, yet lots of this expertise may be acquired on the job.

Reliable Info. The blueprints you extract by applying this pattern are quite reliable because of the gradual
refinement of the hypotheses and confirmation against source code. Yet, be sure to keep the blueprint
up to date while your reverse engineering project progresses and your understanding of the software
system grows.

Abstraction. If applied well, the different blueprints you achieve by means 0EGs OBJECTSprovide
the ideal abstraction level. That is, each blueprint provides a unique perspective on the software
system that highlights the important facts and strips the unimportant details. Yet, navigating between
the various blueprints provides you all the necessary perspectives to really understand the system.
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Sceptic ColleaguesThe results of GEssOBJECTSpattern should drastically increase the confidence of
your team in the success of the reverse engineering project. This is because the members of the team
will normally experience andha erlebness where the little pieces of knowledge they have fit the
larger whole.

Rationale

Clear and concise descriptions of a system are a necessary ingredient to plan team activities. However, be-
ing clear and concise is for humans to decide, thus creating them requires human efforts. On the other hand,
they must accurately reflect what's inside the system, so somehow the source-code should be incorporated
in the creation process as well. Ugss OBJECTSaddresses this tension by using a mental model (i.e.,

the hypotheses) as the primary target, yet progressively refines that model by checking it against source
code. Moreover, conciseness implies loss of detail, hence the reason to extract multiple blueprints offereing
alternative perspectives.

Known Uses

In[M URP 97], there is a report of an experiment where a software engineer at Microsoft applied this pattern
(it is called 'the Reflexion Model’ in the paper) to reverse engineer the C-code of Microsoft Excel. One of
the nice sides of the story is that the software engineer was a newcomer to that part of the system and that
his colleagues could not spend too much time to explain him about it. Yet, after a brief discussion he could
come up with an initial hypotheses and then use the source code to gradually refine his understanding. Note
that the paper also includes a description of a lightweight tool to help specifying the model, the mapping
from the model to the source code and the checking of the code against the model.

Related Patterns

All the patternsin the RST CONTACT (p. 109) cluster are meant to help you building the initial hypotheses
to be refined via GESSOBJECTS(p. 123). Next, some of the patterns in€us oONHOT AREAS (p. 129)
may help you to refine this hypothesis.

Resulting Context. After this pattern, you will have a series of blueprints where each contains one per-
spective on the whole system. These blueprints will help you during later reverse engineering steps, in
particular the ones in &cus oNHOT AREAS (p. 129) and REPARE REENGINEERING(p. 145). Con-
sequently, consider applyingd®FER WITH COLLEAGUES (p. 152) after applying GESSOBJECTS(p.

123).
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CHECK THE DATABASE

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar
Intent

Get a feeling for the data model inside a software system by checking the database schema.

Example. You are asked to extend an existing database application so that it is now acces-
sible via the world-wide web. The initial software system manipulates the business objects
(implemented in C++) stored inside a relational database. You will reconstruct the data model
underlying your business objects by mapping the table definitions in the database on the cor-
responding C++ classes.

Context

You are in the early stages of reverse engineering a software system, having an initial understanding of its
functionality. The software system employs some form of a database to make its data persistent.

You have access to the database and the proper tools to inspect its schema. Or even better, you have samples
of datainside that database and maybe you are even able to spy on the database queries during the execution
of the system. Finally, you have some expertise with databases and knowledge of how data-structures from
your implementation language are mapped onto the data-structures of the underlying database.

Problem

You want to derive a data model for the persistent data in a software system in order to guide further reverse
engineering efforts.

Solution

Check the database schema to reconstruct at least the persistent part of the data model. Use your knowledge
of how constructs in the implementation language are mapped onto database constructs to reverse engineer
the real data model. Make samples of data inside the database to refine the data-model.

Forces Resolved

Limited Resources. Reconstructing the data model from the database schema takes considerable resources,
although it depends largely on the underlying technology. Factors that affect this force in a positive
way are the quality of the database schema (is it in normal form?), the correspondence between the
database paradigm and the implementation language paradigm (inheritance hierarchies do not map
directly to relational tables), the expressiveness of the database schema (does it include foreign keys
?). On the other hand, the reverse engineering of database schemas may include techniques like data
sampling and run-time inspection, which takes even more resources.

Tools and Techniques. This pattern can do without a lot of tool support: a dump of the database schema
and some samples of data inside the tables is something all database systems can provide. However,
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there are some tools available to support you in recovering object models see98l, [PREM 94],
[JAHN 97]).

This pattern requires substantial technical expertise, because it requires knowledge of ways to ma-
nipulate data structures in both the implementation language and the database, plus ways to map one
onto the other.

Reliable Info. Because the pattern is based on analyzing persistent data, the reliability of the reconstructed
data model is usually quite high. However, if the database system is manipulated by different soft-
ware systems and if each of these software systems is build with different implementation technolo-
gies (CASE tools, 4GL, ...), the reliability of the data model tends to decrease because the database
schema provides the most common denominator of all implementation technologies involved. Data
sampling is a good way to cope with this problem though.

Abstraction. The abstraction level of the reconstructed data model tends to be low, as it is closer to the
underlying database schema than it is to the implementation language. However, this depends largely
on the amount of resources spent. For instance, with data sampling and run-time inspection one can
drastically improve the abstraction level.

Sceptic Colleagueslf applied well, this pattern increases your credibility considerably, because a well
defined data model is normally considered a collective source of knowledge which greatly improves
the communication within a team. Moreover, almost all software engineers will have experience
with data models and will appreciate their presence.

Rationale

Having a well defined central data model is a common practice in larger software projects that deal with
persistent data. Not only, it specifies common rules on how to access certain data structures, it is also a
great aid in assigning development tasks. Therefore, it is a good idea to extract an accurate data model
before proceeding with other reverse engineering activities.

Known Uses

The reverse engineering and reengineering of database systems is a well-known problem, drawing certain
attention in the literature (see N 96], [PREM 94], [JAHN 97]). Note the recurring remark that the
database schema alone is too weak a basis and that data sampling and run-time inspection must be included
for successful reconstruction of the data model.

Related Patterns

CHECK THE DATABASE requires an initial understanding of the system functionality, like obtained by
applying patterns in the clusterdsT CONTACT (p. 109).

There are some patterns that describe various ways to map object-oriented data constructs on relational
database counterparts. See among othegs [98], [CoLD 99].

Resulting Context. CHECK THE DATABASE results in a data model for the persistent data in your soft-
ware system. Such a data model is quite rough, but it may serve as an ideal initial hypotheses to be further
refined by applying GessOBJECTS(p. 123). The data model should also be used as a collective knowl-
edge that comes in handy when doing further reverse engineering efforts, for instance like in the clusters
Focus oNHOT AREAS (p. 129) and REPARE REENGINEERING (p. 145). Consequently, consider to
CONFERWITH COLLEAGUES (p. 152) after GiECK THE DATABASE.
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Chapter 6

Cluster: Focus on Hot Areas

The patterns in RST CONTACT (p. 109) should have helped you getting an initial feeling of the software
system, while the ones inX@RACT ARCHITECTURE (p. 121) should have aided you deriving some
blueprints of the overall system structure. The main priority now is to get detailed knowledge about a
particular part of the system.

This cluster tell youhow, and to some degreghereyou might obtain such detailed knowledge. The
patterns involve quite a lot of tools and rely on substantial technical knowledge, hence are applicable in the
later stages of a reverse engineering project only. Indeed, only then you can afford to spend the resources
obtaining detailed information as only then you have the necessary expertise to know that your investment
will pay off.

There are two patterns that explain ywhereto focus your attention:NSPECT THELARGEST (p. 131)
suggests to look at large object objects, whibePEOIT THE CHANGES (p. 135) advises to look at the
places where programmers have been changing the system. (Of course, no technique or tool will replace
the human mind, hence to know where to focus your attention, be sureNe&R WITH COLLEAGUES

(p. 152) as well). Then, there are two patterns that inform wbere and howo study program struc-

tures: MSUALIZE THE STRUCTURE (p. 138) tells about program visualisation techniques, whil& €k
METHOD INVOCATIONS (p. 140) recommends to check invocations of both constructor and overridden
methods. Finally, there is one pattern describinglyowto investigate programs, namely& THROUGH

THE EXECUTION (p. 142) which explains how to take advantage of your debugger.

Many reverse engineering projects prepare for a subsequent reengineering phase. If you're in such a situa-
tion, you might consider the patterns iREPARE REENGINEERING (p. 145) as your next step. If you're
not, then these patterns are the last ones we have to offer for helping you.

Forces Revisited

Tools and Techniques.To obtain the required details from a software system you must pay the price in
terms of technical expertise and tools. This is the most important force during this stage of reverse
engineering:consequently, make sure your reverse engineering team does possess the necessary
skills and tools

Limited Resources. These patterns are applicable during the later stages of a reverse engineering project,
thus resources are less scarce as you can be quite sure that your investment will pay off. On the other
hand, the activities you apply require more resourc€snsequently, engage in detailed reverse
engineering only when you are certain that you need to know the details about that part of a. system
The patterns in the previous clusters should have helped you obtaining that knowledge.
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Cluster: Focus on Hot Areas

Abstraction. All patterns in this cluster have in common that they extract detailed information, at an in-

termediate level of abstraction (i.e., between source code and design). Yet, detailed knowledge is
necessary because in software engineering —and this is in contrast with many other engineering
disciplines— details are very importantf®o 87]. So, even during fine-grained reverse engineer-
ing, there are little details that seem so obvious, yet may obstruct the understanding of the system if
you failed to state therh Consequently, when working on intermediate abstraction levels, make sure
you provide enough context so that the relationship with both higher and lower levels is clear

Reliable Info. As details are so important, you should be confident in the obtained reSolisequently,

favour extracting information from the trustworthy information sourdestunately, because you're
in the later stages of reverse engineering, you know which information sources are reliable and which
ones are not.

Sceptic Colleagues.You would not have arrived this far without the support of some colleagues, so at

least you still have the support of the faithful. Moreover, you probably did satisfy the expectations,
otherwise the sceptic would have succeeded to cancel your project. And if you did really well, you
might even have won some fence sitters over into the camp of the faithful. At this stage, you will not
achieve more support from your colleagu€ensequently, keep on delivering the necessary results
to avoid providing reasons for the sceptics to cancel your project
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Table 6.1: How each pattern of®/sT CONTACT resolves the forces. Very gootl+, Good:+, Neutral: 0,
Rather Bad: , Very bad:--

1A typical example of such a harmful detail is the use of private/protected in a UML diagram. Depending on the favourite

programming language of the author of the diagram, the interpretation is quite different, and readers of the diagram should be made
aware of this. That is, with a C++ background the interpretation is class based, thus instances of the same class may access each
other’s private members. On the other hand, with a Smalltalk background, the interpretation is instance based, thus it is only the
object itself that is allowed to access its members. Finally, in Java a protected member may also be accessed by classes in the same
package.
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INSPECT THELARGEST

Author(s): Serge Demeyer, S¢phane Ducasse and Sander Tichelaar
Intent

Identify important functionality by looking at large constructs.

Example. You are facing an object-oriented system and you want to find out which classes

do the bulk of the work. You will produce a list of all classes where the number of methods
exceeds the average number of methods per class, sort the list and inspect the largest classes
manually.

Context

You are in a later stage of reverse engineering a software system. You have an overall understanding of
its functionality and you know the main structure of its source code. You have a metrics tool at your
disposal plus a code browser to inspect the source code. The metrics tool is configured in such a way that it
provides you with a number of measurements of source code constructs you are feeding into it. Moreover,
the metrics are defined in such a way that they have a high correlation with the amount of functionality
implemented in the construct.

Problem

You must identify those places in the source code that correspond with important chunks of functionality.

Solution

Use the metrics tool to collect a limited set of measurements for all the constructs in the system. Sort
the resulting list according to these measurements. Browse the source code for the largest among those
constructs in order to understand how these constructs work together with other related constructs. Produce
a list of all the constructs that appear important, including a description of how they should be used (i.e.
external interface).

Hints. Identifying important pieces of functionality in a software system via measurements is a tricky
business which requires expertise in both data collection and interpretation. Below are some hints that
might help you getting the best out of your data.

¢ Which metrics to collect th general, it is better to stick to the simple metrics, as the more complex
ones will not perform better for the identification of large constructs. This experience is backed up by
empirical evidence, as it has been reported in the literature that size metrics have a high correlation
(see among others BNT 97]).

For identifying important functionality in object-oriented source code, look at methods and classes.
For methods you may restrict yourself to counting the lines of code and if available the number of
other methods invoke#l.For classes, you should count the number of methods and the number of

2Counting the lines of code can be done very efficiently without parsing, just by counting all occurrences.6Rhecharacter.
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attributes defined on that class, plus the depth of the inheritance tree and probably also the lines of
code (i.e., the sum of all the lines of code of all the methods of a class). (See the chapter on Metrics
— p.22 for a more precise definition of each of the metrics and a list of other metrics you might
collect).

e Which variants to use ®sually, it does not make a lot of difference which variant is chosen, as long

as the choice is clearly stated and applied consistently. Here as well, it is preferable to choose the
most simple variant, unless you have a good reason to do otherwise. For instance, while counting the
lines of code, you should decide whether to include or exclude comment lines, or whether you count
the lines after the source code has been normalised via pretty printing. In such a case, do not exclude
comment lines nor normalise the source code as the extra effort will not pay of. Another example of
an alternative definition is the case of counting the number of methods, where one must decide how
to deal with 'special’ methods like class methods (i.e., the C++ static methods). In this case it is a
good idea to count class methods separately as they represent a different kind of functionality.

¢ Which thresholds to apply  is better not to apply thresholds to filter out those constructs which
measurements fall into a given threshold interval. Indeed, ’large’ is a relative notion and thresholds
will distort your perspective of what constitutes large within the system.

e How to interpret the results Do not only look for the largest construct while analysing the data.
Before actually browsing the source code, check the distribution of measurements to see whether the
80/20 rule is satisfied. Also, gather several measurements in different columns one beside another
and then look for unusual rows.

(Note that the 80/20 rule is a more formal expression of the rule of the thumb that most constructs
in source code will be small, and only a few exceptional cases will be large. To be precise, the rule
states that 80% of the constructs will be smaller than 20% of the size of the largest construct.)

Forces Resolved

Limited Resources. Once the metric tool is configured for the particular language of the software system,
collecting the necessary data is not that resource consuming; in the worst case it can be done via
batch jobs during the night. However, analysing the data and browsing the selected source code
constructs requires a lot of resources depending on the desired level of detail. You can neutralise this
effect to some extent by limiting the set of metrics.

Tools and Techniques.To apply this pattern, you require a tool which should be able to collect the neces-
sary measurements. However, since you can restrict yourself to simple counting metrics such a tool
should be quite easy to obtain.

Analysing and interpreting the data however, requires a certain amount of knowledge. Some of this
knowledge is summarised in our list of metric definitions (see the chapter on Metrics — p.22) and
the rest you can learn on the job.

Reliable Info. It is not because a software construct is large that it is important, neither is it true that a
small construct is always irrelevant. Therefore, the results contain quite a lot of noise, hence are
somewhat unreliable. Still, given the amount of resources required, this pattern usually provides a
good return on investment, especially since the large constructs will often point you to other more
important but smaller constructs.

Abstraction. The abstraction level of this pattern results mainly from browsing the source code, not so
much from measuring the constructs in the system. Therefore, the abstraction level of the results
should be considered quite low.

Sceptic ColleaguesMetrics are often associated with process and quality control, therefore some pro-
grammers may believe that you will use the metrics to examine their productivity. Be careful if



133

you have such programmers among your faithful as it may be a way to turn them into sceptics. In
particular, do not blindly deduce that large constructs are bad and should be rewritten.

Rationale

The main reason why size metrics are often applied during reverse engineering is because they provide a
good focus (between 10 to 20% of the software constructs) for a low investment, even though the results
are somewhat unreliable. With such a good focus, you can afford some erroneous results which you will
compensate anyway via code browsing.

The results are a bit unreliable because ’large’ is not necessarily the same as 'important’. Quite often large
constructs are irrelevant as they would have been refactored into smaller pieces if they were important.
Conversely, small constructs may be far more important than the large ones, because good designers tend
to distribute important functionality over a number of highly reusable and thus smaller components. Still,
different larger constructs may share the same smaller construct, so via the larger constructs you may be
able to identify some important smaller constructs too.

The main disadvantage of the pattern is that it forces you to look at the largest constructs first. Large
constructs are usually the most complicated ones, therefore understanding the corresponding source code
may prove to be difficult. Another disadvantage is that the analysis of the metrics data results in a list
of raw software constructs. For program understanding, it is usually more important to know how these
constructs work together with other ones, something which must be revealed by code browsing.

Note that by restricting yourself to a limited set of simple metrics you already avoid one of the most
common pitfalls. Indeed, metrics tools usually offer you a wide range of metrics and since collecting data
is so easy, you may be tempted to apply all metrics that are available. However, the more data you collect,
the more data you must analyse and the amount of numbers will quickly overwhelm you. Moreover, some
metrics require substantial parsing effort, which in turn requires the configuration of the parser to your
software system, which can be painstaking and time-consuming. By limiting the amount a metrics and
keeping the metrics simple, you circumvent these problems.

Known Uses

In several places in the literature it is mentioned that looking for large object constructs helps in pro-
gram understanding (see among othersaY® 96a], [KONT 97], [FIOR 98a], [FOR 98b], [MAR!I 98],

[L EwE 98a], [NESI 88]). Unfortunately, none of these incorporated an experiment to count how much im-
portant functionality remains undiscovered. As such it is impossible to assess the reliability of size metrics
for reverse engineering.

Note that some metric tools visualise information via typical algorithms for statistical data, such as his-
tograms and Kiviat diagrams. Visualisation may help to analyse the collected data. DatR [86a],
TAC++ [FIOR 98a], [HOR 98b], and Crocodile [EwE 98a] are tools that exhibit such visualisation fea-
tures.

Related Patterns

Looking at large constructs requires little preparation but the results are a bit unreliable. By investing more
in the preparation you may improve the reliability of the results. For instance, if yJGUALIZE THE
STRUCTURE (p. 138) you invest in program visualisation techniques to study more aspects of the system
in parallel, thereby increasing the quality of the outcome. Also, you carLBIT THE CHANGES (p.

135) to focus on those parts of the system that change, thereby increasing the likelihood of identifying
interesting constructs and focussing on the way constructs work together.
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Resulting Context. By applying this pattern, you will have identified some constructs representing im-
portant functionality. Some other patterns may help you to further analyse these constructs. For instance, if
you VISUALIZE THE STRUCTURE (p. 138) you will obtain other perspectives and probably other insights

as well. Also, if you SEP THROUGH THEEXECUTION (p. 142) you will get a better perception of the run-

time behaviour. Finally, in the case of a object-oriented code, you e@TK METHOD INVOCATIONS

(p. 140) to find out how a class is related to other classes.

Even if the results have to be analysed with care, some of the larger constructs can be candidates for further
reengineering: large methods may be split into smaller ones (sBgL[P9]), just like big classes may be
cases of a GD CLASS (see [Brow 98]).
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EXPLOIT THE CHANGES

Author(s): Serge Demeyer, S¢phane Ducasse and Sander Tichelaar
Intent

Recover design issues by asking where, how and why the developers have been changing the implementa-
tion.

Example. You must understand an old but evolving software system, where the evolution

is controlled through a configuration management system. You will filter out those modules
that have been changed most often and find out what these changes where about and why they
were necessary.

Example. You must understand an object-oriented framework that has been adapted several
times as the developers gained insight into the problem domain. You will filter out all classes
where the number of methods and attributes has decreased significantly and find out where that
functionality has been moved to. With that knowledge, you will make a guess at the design
rationale underlying this redistribution of functionality.

Context

You are in a later stage of reverse engineering an evolving software system. You have an overall understand-
ing of its functionality and you know the main structure of its source code. You have several releases of the
source code at your disposal plus a way to detect the differences between the releases, i.e. a configuration
management system and/or a metrics tool.

Problem

You must identify those parts in the design that played a key role during the system’s evolution.

Solution

Use whatever means at your disposal to compile a list of targets of important/frequent changes. For each
target, put yourself in the role of the original developer and ask yourself what the change is about and why
it was necessary. With this insight, produce a list of crucial system parts, including a description of the
design issues that makes them important.

Variations. The pattern comes in two variants corresponding to the way the targets of changes are iden-
tified.

e The configuration database variargquires that all changes to the system were done via a config-
uration management system which logs all changes in the configuration database. In that case you
can take advantage of the query facilities provided by the configuration database to produce a list of
components that have been changed. Sort the list according to the frequency of changes and inspect
the corresponding source code plus the comments in the configuration database to find out how and
why this component has changed.
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e The change metrics variandlentifies changes by comparing subsequent releases and measuring
differences in size. With the change metrics variant, the first step is to measure the size of named
constructs in two subsequent releases. Afterwards, you compile a list with three columns: the name
of the construct and both measurements. Sort the list according to the largest decrease in size. For
each decrease in size, ask yourself where this functionality has been moved to and then deduce how
and why this construct has changed.

Hints. If you consider applying the change metrics variant on object-oriented source code, we can rec-
ommend three heuristics that help identifying the following changes.

e Splitinto superclass / merge with superclalssok for the creation or removal of a superclass (change
in hierarchy nesting level - HNL), together with a number of pull-ups or push-downs of methods and
attributes (changes in number of methods - NOM and number of attributes - NOA).

e Split into subclass / merge with subcladsook for the creation or removal of a subclass (change
in number of immediate subclasses- HNL), together with a number of pull-ups or push-downs of
methods and attributes (changes in number of methods - NOM and number of attributes - NOA).

e Move functionality to superclass, subclass or sibling clalssok for removal of methods and at-
tributes (decreases in number of methods - NOM and number of attributes - NOA) and use code
browsing to identify where this functionality is moved to.

¢ Split method / factor out common functionalibypok for decreases in method size (via lines of code
- LOC, or number of message sends - MSG, or number of statements - NOS) and try to identify
where that code has been moved to.

Rationale

A configuration management tool maintains and controls the different versions of the components that
constitute the entire software system. If such a tool has been used for the software system you are reverse
engineering, its database contains a wealth of information about where, how and why the software system
has evolved. As a reverse engineer, you should exploit the presence of this database.

But even without a configuration management system, it is feasible to identify where, how and to some
degree why a system has evolved by comparing subsequent releases and measuring changes. With change
metrics, the results are less accurate than it is the case with the configuration database variant, mainly
because the rationale for the change is not recorded thus must be deduced. On the other hand, because
you focus on constructs that decrease in size, you are likely to identify places where functionality has been
moved to other locations. Such moving of functionality is always relevant for reverse engineering, as it
reveals design intentions from the original developers.

Satisfying the prerequisite of having different releases of the source code plus the necessary tools to assess
the differences, the main advantages of looking at changes are the following. (i) It concentrates on relevant
parts, because the changes point you to those places where the design is expanding or consolidating. (ii)
It provides an unbiased view of the system, because you do not have to formulate assumptions of what to
expect in the software (thisis in contrast ta &sSOBJECTS(p. 123) and VSUALIZE THE STRUCTURE(p.

138)) (iii) It gives an insight in the way components interact, because the changes reveal how functionality
is redistributed among constructs (this is in contrasN®PECT THELARGEST(p. 131)).

Known Uses

There is a company called MediaGeniX, which incorporates a scaled down version of the configuration
database variant into their development process and tools. It is based on the so-called tagging tool, which
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automatically updates one commentline in a method body each time this method is modified. The comment
line records information like the date of the change, the name of the programmer and a reference into
their configuration management system. The reference reveals the nature of the change (i.e., bug fix or a
new feature) and via consultation of the actual configuration management system even what this change
was about. Afterwards, they run queries to identify which features are localised to a few modules and
which features cross-cut a large number of modules to identify where they may improve the design of
the framework. Also, they have identified methods that are modified a lot when bug fixing, and used this
information as input for their code reviewing. They have even identified cycles in the bug fixing, in the
sense that the modification of one method fixed a bug but immediately introduced another bug and then the
repair of the newly introduced bug again introduced the older bug. More information about the usage of
the tagging tool in the context of reverse engineering can be foundamf-D8].

Besides the tagging tool, we are aware of two other projects where people have been exploiting the ver-
sion control system for reverse engineering purposes. First, there is the SeeSoft tool, developed at Bell
Labs, which visualises source code changes and has been used successfully for reverse engineering pur-
poses [B\LL 96]. Second, there is the ARES project (see http://www.infosys.tuwien.ac.at/Projects/ARES/)
which also experimented with visualisation of changes using the 3DSoftVis twoA[99].

Finally, concerning the change metrics variant, we ran an experiment on three medium sized systems
implemented in Smalltalk. As reported in HME 99c], these case studies suggest that the heuristics support
the reverse engineering process by focussing attention on the relevant parts of a software system.

Related Patterns

Inspecting changes is a costly but very accurate way of identifying areas of interest in a system. If you
VISUALIZE THE STRUCTURE (p. 138) or NSPECT THELARGEST (p. 131) you will get less accurate
results for a lower amount of resources.

Resulting Context. By applying this pattern, you will have identified some parts in the design that played

a key role during the system’s evolution. Some other patterns may help you to further analyse these con-
structs. For instance, if youl8UALIZE THE STRUCTURE (p. 138) you will obtain other perspectives and
probably other insights as well. Also, if your&p THROUGH THE EXECUTION (p. 142) you will get

a better perception of the run-time behaviour. Finally, in the case of a class, youHgoKGIETHOD
INVOCATIONS (p. 140) to find out how this class is related to other classes.
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VISUALIZE THE STRUCTURE

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar
Intent

Obtain insight in the software system’s structure —including potential design anomalies— by means of
well-known visualisations.

Example. You want to understand an object-oriented class structure in order to improve

it. In particular, you would like to redistribute responsibilities, by splitting large superclasses
and hooking the subclasses underneath the appropriate ancestor. To analyse the situation, you
will display the inheritance hierarchies, paying special attention to large classes high up in the
hierarchy. Afterwards, for classes identified that way, you will display a graph showing which
method accesses which attributes to analyse the class’ cohesion and find out whether a split is
feasible.

Context

You are in a later stage of reverse engineering a software system. You have an overall understanding of the
system’s functionality and based on that understanding, you have selected part of the software system for
further inspection. You have a program visualisation tool at your disposal plus a code browser to inspect
the source code.

Problem

You want to obtain insight in the structure of a selected part of a software system, including knowledge
about potential design anomalies.

Solution

Instruct the program visualisation tool to show you a series of graphical layouts of the program structure.
Based on these graphical layouts, formulate yourself some assumptions and use the code browser to check
whether your assumptions are correct. Afterwards, produce a list of correct assumptions, classifying the
items in one of two categories: (i) helps program understanding, or (ii) potential design anomaly.

Hints. Obtaininginsight in the structure of a software system via visualisation tools is difficult, especially
when searching for potential design anomalies. We have included our expertise with program visualisation
in a separate chapter and we refer the interested reader to the chapter on Visualisation — p.31 for further
details.

Rationale

Program visualisation is often applied in reverse engineering because good visual displays allow the human
brain to study multiple aspects of a problem in parallel. This is often phrased as "one picture conveys a
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thousand words”, but then of course the problem is which words they convey, thus which program visu-
alisations to apply and how to interpret them. For the program visualisations listed in the the chapter on
Visualisation — p.31 we describe both when to apply them and how to interpret the results. For other
visualisations you will have to experiment to find out when and how to use them.

Related Patterns

If your program visualisation tool scales enough to accommodate the system your facing, then you can
start to VSUALIZE THE STRUCTURE right away. However, since program visualisations rarely scale
well, it is preferable to first filter out which parts of the source code are relevant for further analysis.
Therefore, consider toNISPECT THELARGEST (p. 131) or to XPLOIT THE CHANGES (p. 135) before

you VISUALIZE THE STRUCTURE

Resulting Context. By applying this pattern, you will have obtained an overview of the structure of a
selected part of a software system, including potential design anomalies. Some other patterns may help
you to further analyse these constructs. For instance, if yalPSHROUGH THE EXECUTION (p. 142)

you will get a better perception of the run-time behaviour and if yeig €< METHOD INVOCATIONS (p.

140) you can find out how a class is related to other classes. If you have identified design anomalies, you
should consider to refactor them (seeffL 99]). Some typical design anomalies including the way to
refactor them can be found in the part on Reengineering — p.163.
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CHECK METHOD INVOCATIONS

Author(s): Serge Demeyer, S¢phane Ducasse and Sander Tichelaar
Intent

Find out how a class is related to other classes by checking the invocations of key methods in the interface
of that class. Two examples of key methods that are easy to recognise are constructors and overridden
methods.

Example. You have identified a number of classes that represent part of the domain model.
You want to learn about the aggregation relationships between these classes and therefore, you
will inspect for all constructor methods which methods are invoking them.

Example. You have identified a part of a class hierarchy where the designers relied on
template methods to customise the design. To learn how the subclasses interact with their
superclasses, you will retrieve all methods overriding another one, and inspect who is invoking
these methods.

Context

You are in a later stage of reverse engineering a software system implemented in an object-oriented lan-
guage. You have an overall understanding of the system’s functionality and based on that understanding,
you have selected a part of the class hierarchy for further inspection. You have a code browser at your
disposal that allows you to jump from a method invocation to the places where the corresponding method
is defined®

Problem

You want to find out how a class is related to the other classes in the system.

Solution

Select key methods in the interface of the class and inspect who is invoking these methods.

Variations. The pattern has two variants depending on the selected methods in the public interface.
e The constructor method variastiggests you to look at invocations of constructor methods to reveal
aggregation relationships between classes.

e The template method variartcommends you to select methods that are overridden in a subclass
plus the methods invoking them to infer template methodsj@ 95].

SNote that your code browser should take polymorphism into account. Polymorphism implies that one invocation has several
candidates for being the defining method. Because the actual target can only be resolved at run-time, your browser must show all
candidates.



141

Hints. If you consider applying the above variants, following suggestions may help you getting the best
out of your efforts.

e Forthe constructor method variangou must trace the chain of invocations until the result of the
constructor is stored into an attribute. The class defining this attribute is the aggregation. Also,
look out for invocations of constructor methods where the invoking object is passing itself as an
argument and where this argument is stored into an attribute of the constructor class. In that case,
the constructor class is the aggregation.

e The template method varigrxplicitly states that you should look a methods that are overridden and
not methods that are declared abstractly. The reason is that not all template methods distinguish the
hook method via an abstract method, but that often a concrete method is used to specify the default
behaviour. By looking for overridden methods, you are certain that you will cover the latter case as
well.

Rationale

If the object-oriented paradigm is applied well, state should be encapsulated behind the interface of a
class (see [MYE 97] and [BEck 97] among others). Therefore, to understand how a class is related to
other classes, method invocations are more reliable than attribute declarations. Yet, because the amount of
method invocations is large you must choose which invocations to analyse. This pattern helps you in this
choice by suggesting two specific kinds of methods that are easy to identify and result in well-known class
relationships.

Known Uses

In [DEME 98a] we report on a case study where we applied the template method variant.

Related Patterns

Checking method invocations of classes is quite tedious, thus it is best to start with a small amount of
classes. Therefore, consider tosPECT THELARGEST(p. 131) or EXPLOIT THE CHANGES (p. 135) or
VISUALIZE THE STRUCTURE (p. 138) to limit the amount of classes to inspect.

Resulting Context. By applying this pattern, you will know how a class is related to the other classes
in the system. If you P THROUGH THE EXECUTION (p. 142) you will get a better perception of the
run-time behaviour of these relationships.
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STEP THROUGH THEEXECUTION

Intent

Obtain a detailed understanding of the run-time behaviour of a piece of code by stepping through its exe-
cution.

Example. You have a piece of code that implements a graph layout algorithm and you must
understand it in order to rewrite it. You will feed a graph into the program and use the debugger
to follow how the algorithm behaves.

Context

You are in a later stage of reverse engineering a software system. You have an overall understanding of the
system’s functionality and based on that understanding, you have selected part of the software system for
further inspection. You have a debugger at your disposal that allows you to inspect data structures and to
interactively follow the step by step execution of a piece of code. You know a set of representative input
data to feed into that piece of code to launch a normal operation sequence.

Problem

You want to obtain a detailed understanding of the run-time behaviour of a piece of code.

Solution

Feed representative input data in the piece of code to launch a normal operation sequence. Use the debugger
to follow the step by step execution and to inspect the internal state of the piece of code.

Hints.

e Test programs usually provide representative input data in their initialisation code.

e Usage scenarios, like the ones resulting froimeRVIEW DURING DEMO (p. 117), may give clues
on what is a normal operation sequence.

Forces Resolved

Limited Resources Once you know what you really want to understand, this pattern works well in a
limited resource context. However, stepping through the code can be highly inefficient whitout a
clear focus.

Tools and TechniquesThe success of this pattern relies on the ability to use a good interactive debugger.

Reliable Info By following the step by step execution of a program, you get a very reliable view of a
piece of code. However, beware that the input data is indeed representative for a normal operation
sequence.
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Abstraction The abstraction level is quite low, unless you can tie the step by step execution to a typical
usage scenario.

Sceptic ColleaguesNeutral.

Rationale

In [MEYE 97], object-oriented programming is defined as “designing a system around the functionality
it offers rather then the data structures it operates upon”. Hence, understanding the run-time behaviour is
crucial to understand an object-oriented program. And the best way to get a view on the run-time behaviour
is to see the events as they actually occur in a real execution, a view which is provided by interactive
debugging tools.

Known Uses

In [RocH 93] you can find some interesting debugging techniques applicable in the context of Smalltalk.
Many of them will generalise to other programming environments as well.

Related Patterns

Stepping through program executions is quite tedious, thus it is best to focus on a small piece of code.
Consider to NSPECT THELARGEST(p. 131) or to EXPLOIT THE CHANGES (p. 135) or to MSUALIZE

THE STRUCTURE (p. 138) to obtain such a focus. Also, you need some typical usage scenarios which may
be provided by NTERVIEW DURING DEMO (p. 117).

Resulting Context. By applying this pattern, you will have a detailed understanding of the run-time
behaviour of a piece of code. This may be necessary to apply patterrE "nRE REENGINEERING (p.
145).



144 Cluster: Focus on Hot Areas




Chapter 7

Cluster: Prepare Reengineering

The reverse engineering patterns in this cluster are only applicable when your reverse engineering activities
are part of a larger reengineering project. That is, your goal is not only understanding what's inside the
source code of a software system, but also rewriting parts of it. Therefore, the patterns in this cluster will
take advantage of the fact that you will change the source code anyway.
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WRITE THE TESTS - -+ |+ 0
REFACTOR TOUNDERSTAND | -- - 0 + 0
BUILD A PROTOTYPE -- - + | - ++
Focus BY WRAPPING - 0 0 0 0

Table 7.1: How each pattern oRBPARE REENGINEERINGresolves the forces. Very gootl+, Good: +,
Neutral: 0, Rather Bad:, Very bad:--
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WRITE THE TESTS

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar

Intent

Record your knowledge about how a component reacts to a given input in a number of black box tests, this
way preparing future changes to the system.

Example. You are asked to extend a parser for a command language so that it is able to parse
two additional commands. Before actually changing the of parser, you will write a number of
test programs that check whether the parser accepts all valid command sequences and rejects
some typical erronous ones.
Context
You are at the final stages of reverse engineering a software system, just before you will start to reengineer
a part of that system. You have sufficient knowledge about that part to predict its output for a given input.
Problem
Before starting to reengineer the system, you want to make sure that all what used to work keeps on
working.

Solution

Write a number of black box tests that record your knowledge about the input/output behaviour.
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REFACTOR TOUNDERSTAND

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar

Intent

Obtain better readable —thus more understandable— and better organised —thus more extensible— code
via renaming and refactoring.

Example. You are asked to extend a parser for a command language so that it is able to
parse two additional commands. Before actually extending the parser, you will improve the
readability of the source code. Among others, you will rename key methods and classes to
reflect your understanding of a parser and you will split long and complex methods into smaller
ones. As an example of the former, you will rename the ckisgsamintf into Scanner and

the methoddnxt into nextToken. An example of the latter would be to split thextToken

method, so that it becomes a large case statement, where each branch immediately invokes
another method.)

Context

You are at the final stages of reverse engineering a software system, just before you will start to add new
functionality to that system. You have a good programming environment that allows you to rename things
easily and that operates on top of a version control system.

Problem

The shape of the code is such that it is difficult to read —hence to understand— and difficult to add the
new functionality.

Solution

Reorganise the code so that its structure reflects better what the system is supposed to do.
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BuiLD A PROTOTYPE

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar

Intent

Extract the design of a critical but cryptic component via the construction of a prototype which later may
provide the basis for a replacement.

Example. You have a piece of code that implements a graph layout algorithm. You have an
idea on how the algorithm works, but the code is too cryptic to map your knowledge of the
algorithm onto the code. You will write a prototype that implements your understanding of the
algorithm and map pieces of your code onto the existing code.

Context

Problem

Solution
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Focus BY WRAPPING

Author(s): Serge Demeyer, Stphane Ducasse and Sander Tichelaar

Intent

Wrap the parts you consider unnecessary for the future reengineering in a black box component.

Example. You have to migrate a graph manipulation program from a Unix to Macintosh user-
interface platform. The original program is well designed and has separated out most of the
platform specific operations into a separate layer. You will clean up this layering by moving
all platform specific behaviour into a separate layer, this way wrapping the obsolete part into
a separate component.

Context

Problem

Solution
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CONFERWITH COLLEAGUES

Intent

Share the information obtained during each reverse engineering activity to boost the collective understand-
ing about the software system.

Example. Your team has to reverse engineer a workflow system containing lots of complex
rules on how tasks get transferred. Each team member investigates a part of the system and
as such the knowledge about the workflow rules is distributed over the team. To increase
the overall understanding, you will devote 15 minutes of the weekly team meeting to discuss
reverse engineering results made during the last week.

Context

You are a member of a software development team and part of the job assigned to your team is the reverse
engineering of a software system. Different members of the team perform different reverse engineering
activities and consequently the knowledge about the system is scattered throughout the team.

Problem

How do you ensure that every team member contributes to the overall understanding of the software system.

Solution

Use whatever means at your disposal (meetings, e-mail, intra-nets, ...) to ensure that whenever any team
member finishes a reverse engineering step, the obtained information is shared with the rest of the team.

Hints.

e To avoid information overload, choose the communication channels in such a way that sharing the
information fits well with the culture within your team. For instance, do not organise a special
team meeting devoted to reverse engineering results; rather use an existing meeting as a vehicle for
applying this pattern.

Rationale

Reverse engineering is sometimes compared with solving a puzzle [Will96b]. If team members keep some
pieces of the puzzle for themselves it will never be possible to finish the puzzle. Consequently, it is
imperative that a reverse engineering team is organised in such a way that information may be shared
among the various team members.



Chapter 9

Pattern Overview

The followin tables summarize the patterns for reference purposes.

The first series of tables lists the patterns together with their problem and their solution, this way aiding
reverse engineers to identify which patterns may be applicable to their problem.

The second series of tables show how all the patterns work together to tackle an overall reverse engineering
project. For each pattern, the tables list the context and prerequisites plus the pattern results and how these
results may serve as input for other patterns.



Pattern

FIRST CONTACT
Problem Solution

READ ALL THE CoDE IN ONE
HOUR (p. 111)

SKIM THE DOCUMENTATION (p.
114)

INTERVIEW DURING DEMO (p.
117)

You need an initial assessment of the internal sta@&rant yourself a reasonably short amount of study time to walk

a software system to plan further reverse engineghrough the source code. Afterwards produce a report including

ing efforts. a list of (i) the important entities; (ii) the coding idioms applied
; (iii) the suspicious coding styles discovered

You need an initial idea of the functionality pro-Grant yourself a reasonably short amount of study time to scan

vided by the software system in order to plan furthrough the documentation. Afterwards produce a report includ-

ther reverse engineering efforts. ing a list of (i) the important requirements; (ii) the important
features (iii); the important constraints; (iv) references to rele-
vant design information.

You need an idea of the typical usage scenario@bserve the system in operation by seeing a demo and inter-

plus the main features of a software system in oiewing the person who is demonstrating. Afterwards produce a

der to plan further reverse engineering efforts. report including a list of (i) some typical usage scenarios or use
cases; (ii) the main features offered by the system and whether
they are appreciated or not; (iii) the system components and their
responsibilities; (iv) bizarre anecdotes that reveal the folklore
around using the system.

Pattern

EXTRACT ARCHITECTURE
Problem Solution

GUESSOBJECTS(p. 123)

CHECK THE DATABASE (p. 126)

You must gain an overall understanding of the ilBased on your experience, and the little you already understand
ternal structure of a software system and repofitom the system, devise a model that serves as your initial hy-
this knowledge to your collegues so that they wilpotheses of what to expect in the source code. Check these hy-
use it as a kind of roadmap for later activities.  potheses against the source code, refine the initial model and
recheck the hypotheses. Afterwards, produce a boxes- and ar-
rows diagram describing your findings.
You want to derive a data model for the persiste@theck the database schema to reconstruct at least the persistent
data in a software system in order to guide furthgrart of the data model. Use your knowledge of how constructs
reverse engineering efforts. in the implementation language are mapped onto database con-
structs to reverse engineer the real data model. Use the samples
of data inside the database to refine the data-model.
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Pattern

Focus oNHOT AREAS
Problem Solution

INSPECT THELARGEST(p. 131)

EXPLOIT THE CHANGES (p. 135)

VISUALIZE THE STRUCTURE (p.
138)

CHECK METHOD INVOCATIONS
(p. 140)

STEP THROUGH THE EXECUTION
(p. 142)

You must identify those places in the source codlése a metrics tool to collect a limited set of measurements for

that correspond with important chunks of funcall the constructs in the system. Sort the resulting list according

tionality. to these measurements. Browse the source code for the largest
among those constructs in order to understand how these con-
structs work together with other related constructs. Produce a
list of all the constructs that appear important, including a de-
scription of how they should be used (i.e. external interface).

You must identify those parts in the design thatse whatever means at your disposal to compile a list of tar-

played a key role during the system’s evolution. gets of important/frequent changes. For each target, put yourself
in the role of the original developer and ask yourself what the
change is about and why it was necessary. With this insight, pro-
duce a list of crucial system parts, including a description of the
design issues that makes them important.

You want to obtain insight in the structure of a selnstruct the program visualisation tool to show you a series
lected part of a software system, including knowlef graphical layouts of the program structure. Based on these
edge about potential design anomalies. graphical layouts, formulate yourself some assumptions and use
the code browser to check whether your assumptions are correct.
Afterwards, produce a list of correct assumptions, classifying the
items in one of two categories: (i) helps program understanding,
or (ii) potential design anomaly.
You want to find out how a class is related to th&elect key methods in the interface of the class and inspect who
other classes in the system. is invoking these methods. Two examples of key methods that
are easy to recognise are constructors and overridden methods.
You want to obtain a detailed understanding of thEeed representative input data in the piece of code to launch a
run-time behaviour of a piece of code. normal operation sequence. Use the debugger to follow the step
by step execution and to inspect the internal state of the piece of
code.

GST



FIRST CONTACT

Context: You are starting a reverse engineering project of a large and unfamiliar software system.

Pattern

Prerequisites

Result What next ?

READ ALL THE CODE IN
ONE HOUR (p. 111)

e source code

e expertise with the implementation

language

the important entities (i.e., classes, pack-SkiM THE DOCUMENTATION (p. 114)
ages, ...) and INTERVIEW DURING DEMO (p. 117)

the coding idioms applied to get alternative views

CONFERWITH COLLEAGUES (p. 152)

the suspicious coding styles discovered”
uspiciou ing sty IScoV to report findings

e GUESSOBJECTS(p. 123) and GECK
THE DATABASE (p. 126) to refine the list
of important entities

SKIM THE DOCUMENTA-
TION (p. 114)

e documentation

e you are able to interpret the die

agrams and formal specifications
[ ]

contained within

+

important requirements e READ ALL THE CODE IN ONE HOUR
important features (p- 111) and NTERVIEW DURING DEMO

P (p- 117) to get alternative views
Important constraints e CONFER WITH COLLEAGUES (p. 152)
references to relevant design information. to report findings

an assessment of the reliability and USE- 5 Ess OBJECTS (p. 123) and GECK
fulness for each of the above.

THE DATABASE (p. 126) to map the in-
formation on an overall system blueprint.

INTERVIEW DURING DEMO
(p. 117)

e running system

e somebody who can demonstrake the main features offered by the system

how to use the system

typical usage scenarios or use cases e READ ALL THE CoDE IN ONE HOUR
(p- 111) and 8iIM THE DOCUMENTA-

and whether they are appreciated or not TION (p. 114)to get alternative views

e CONFER WITH COLLEAGUES (p. 152)

the. system components and their respon; . report findings
sibilities

. e GUESSOBJECTS(p. 123) and GECK
bizarre anecdotes that reveal the folkloreTHE DATABASE (p. 126) to map the in-

around using the system formation on an overall system blueprint.

961
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EXTRACT ARCHITECTURE

Context: You are in the early stages of reverse engineering a software system. You have an initial understanding of its functionality and youhate somew
familiar with the main structure of its source code. (This initial understanding might have been obtained by the pattesisS@oRTACT (p. 109)).

Pattern Prerequisites Result What next ?

GUESSOBJECTS(p. 123 . . . - .
(variants: gues(g patt)erns° knowledge of important aspects oé a series of blueprints, each one containiagCHECK THE DATABASE (p. 126) if you

guess object responsabil- a software system a perspective on the whole system are interested in the data model

ities, guess object roless on-line access to the source code e all patternsin Bcus ONHOT AREAS(p.

guess process architecture) plus the necessary tools to manip- 129) if you want to refine the blueprints
ulate it

e reasonable expertise with the im-
plementation language being used

CHECK THE DATABASE (p.

126) e software system employs some adata model of the persistent part of your GUESSOBJECTS(p. 123) if you need to

form of a database system obtain other overall bluebrints of the sys-
e you have access to the database, tem

including the proper tools to in- e all patternsin Bcus ONHOT AREAS(p.

spect its schema and samples of 129) if you want to refine the datamodel

the data

¢ knowledge of how data-structures
from your implementation lan-
guage are mapped onto the
data-structures of the underlying
database

LGT



Focus oNHOT AREAS

Context: You are in a later stage of reverse engineering a software system. You have an overall understanding of its functionality and yourail@afairly fa

with the main structure of its source code.

Pattern Prerequisites Result What next ?
INSPECT THELARGEST (p. . :
131) (P e acode browser e a list of constructs represente VISUALIZE THE STRUCTURE (p. 138) to obtain other

e The metrics tool is configured ing important functionality

with a number of size metrics .

perspectives on those constructs.

STEP THROUGH THE EXECUTION (p. 142) to get a
better perception of the run-time behaviour.

(in the case of object-oriented source code)ECK
METHOD INVOCATIONS (p. 140) to find out how
classes are related to eachother

refactoring if you want to split some of these larger con-
tructs into smaller ones

ExpLOIT THE CHANGES
(p. 135)
(variants:configuration
database, change metrics) o

e several releases of the soureea list of design parts thate
code played a key role during the

, . system’s evolution
a configuration management °

system and/or a metrics tool

VISUALIZE THE STRUCTURE (p. 138) to obtain other
perspectives on those constructs.

STEP THROUGH THE EXECUTION (p. 142) to get a
better perception of the run-time behaviour.

(in the case of object-oriented source code)ECK
METHOD INVOCATIONS (p. 140) to find out how
classes are related to eachother

VISUALIZE THE STRUC-

TURE (p. 138) ¢ a part of the software system e insight in the selected part e

e a program visualisation tool e list of potential design anoma-

lies .
e a code browser

STEP THROUGH THE EXECUTION (p. 142) to get a
better perception of the run-time behaviour.

(in the case of object-oriented source code)ECK
METHOD INVOCATIONS (p. 140) to find out how
classes are related to eachother

refactoring if you want to split some of these larger con-
tructs into smaller ones

8GT
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CHECK METHOD INVOCA-
TIONS (p. 140)

(variants: contructor meth-e

ods, overridden methods)

a part of the software system e a list of classes and the relae STEP THROUGH THE EXECUTION (p. 142) to get a
. L tionships between them better perception of the run-time behaviour.

a program visualisation tool

a code browser that allows you
to jump from a method invo-
cation to the places where the
corresponding method is de-
fined

STEP THROUGH THE EXE-
CUTION (p. 142)

a part of the software system e insight into the run-time be-e PREPARE REENGINEERING (p. 145) if you need to
: . haviour of a piece of code reengineer that piece of code

an interactive debugger

a set of representative input
data

6ST
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Chapter 10

Reengineering Patterns

A reengineering pattermlescribes how to go from an existidegacysolution to arefactoredsolution

that better suits the current requirements. In this chapter we explain why we choose the pattern form to
communicate reengineering expertise and present the reengineering pattern form. We stress the differences
between the Design Patterns and the Reengineering Patterns, and also between the Reengineering Patterns
and the AntiPatterns. After that we present the differences between the reengineering patterns themselves.
It should be noted that the reengineering patterns are not linked together in a pattern language due to a lack
of time.

10.1 Reengineering Patterns: a Need

Reengineering projects, despite their diversity, often encounter some typical problems again and again.
These can be problems at different levels and due to different practioes [#7]. But it is unlikely that

one methodology or process will be appropriate for all projects and organisationg B8], just as not one

tool or technique can be expected to solve all the technical problems encountered in a reengineering project.
To allow reengineering projects to benefit from the experience gained in previous efforts, an appropriate
form is required for transferring expertise. This form should be small enough to be easily consulted and
navigated, and stable enough as to be useful for many reengineering projects.

In the object-oriented software engineering commubiggign Pattern§GaMm 95] have been adopted as

an effective way of communicating expertise about software design. A design pattern describes a solution
for a recurring design problem in a form which facilitates the reuse of a proven design solution. In addition
to the technical description of the solution, an important element of a design pattern is its discussion of the
advantages and disadvantages of applying the pattern.

We propose the use of the pattern form as a means of communicating expertise in the area of reengineering.
Reengineering patterrdify and record knowledge about modifying legacy software: they help to diag-
nose problems and identify weaknesses hindering further development of the system as well as aiding the
search for solutions that better satisfy the new requirements. We see reengineering patterns as stable units
of expertise which can be consulted in any reengineering effort: they describe a process without proposing
a complete methodology, and they suggest appropriate tools without 'selling’ a specific one. A more thor-
ough discussion of the advantages of the pattern form as a vehicle for reengineering expertise can be found
in [STEV 98], which discusses patterns closely related to ours.

All the reengineering patterns presented hereafter address problematic legacy solutions typically found in
object-oriented code, and describe how to move fromléigacysolution to a newefactoredsolution.

The patterns presented are all of a technical nature, dealing directly with source code problems. There
exist however higher-level reengineering patterns which describe overall strategies for dealing with legacy
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systems. See for instance tBgstems Reengineering Patte[83ev 98] which address broader method-
ological issues. The 'Deprecation’ patterntss 98], for example, describes how to iteratively change
interfaces of a system in a friendly way for the client of the system under change.

10.2 Reengineering Patterns and Related Work

The reengineering patterns presented here arBytbiems Reengineering PatteofifSTEV 98] are closely.

The principle differences is that here the patterns are source-level rather high-level and they are focused
on bject-oriented legacy systemsNote that our patterns cannot be used to evaluate whether or not an
application should be reengineered in the first place; this difficult task has been tackled by [STS 97] and
[RANS 98]. In [BROD 95] a methodology is proposed to help in the migration of legacy systems (princi-
pally legacy database systems) to new platforms.

Reengineering patterns differ frobesign Pattern§GAMM 95] in their emphasis on thgrocesof moving

from an existinglegacysolution that is no longer appropriate to a nefactoredsolution. The mark

of a good reengineering pattern is (a) the clarity with which it exposes the advantages, the cost and the
consequences of the target solution with respect to the existing solution, and not how elegant the target
solution is, and (b) the description of the change process: how to get from the legacy version of the system
to the refactored version.

We also contrast reengineering patterns wittiPatterngd B rRow 98]. Antipatterns, as exposed by Brown

et al., are presented as “bad” solutions to design and management issues in software projects. Many of the
problems discussed are managerial concerns that are outside the direct control of developers. Moreover,
the emphasis in antipatterns is on prevention: how to avoid making the mistakes which lead to the “bad”
solution. Consequently, antipatterns may be of interest when starting a project or during development but
are no longer helpful when we are confronted with a legacy system. In reengineering, though, we prefer
to withhold the judgement inherent in the notion of “bad solution” and use the term “legacy solution” or
“legacy pattern” for a solution which at the time, and under the constraints given, seemed appropriate. In
reengineering it is too late for prevention, and reengineering patterns therefore concentrate on the cure:
how to detect problems and move to more appropriate solutions.

Finally, our reengineering patterns are different from coafactorings[JOHN 93, JOHN 93]. A reengi-

neering pattern describes a process which starts with the detection of the symptoms and ends with the
refactoring of the code to arrive at the new solution. A refactoring is only the last stage of this process, and

addresses only the technical issue of automatically or semi-automatically modifying the code to implement

the new solution. Reengineering patterns also include other elements which are not part of refactorings:
they emphasise the context of the symptoms by taking into account the constraints being faced and include
a discussion of the impact of the changes introduced by the refactored solution.

A reengineering pattern may describe a solution that would not be ideal if one is designing a system from
scratch, but is a good solution under the current constraints of the legacy system. For example, if the
constraint is that changes must be kept local some solutions are clearly not applicable even if they seem at
first hand to be the best solutions.

10.3 Form of a reengineering pattern

The primary goal of a reengineering pattern is to help developers in solving reengineering problems. The

idea being that a developer must diagnose a problem, identify the available options and choose a particular
course of action. Furthermore, the relevant weaknesses must be identified, where relevant is defined in
terms of the desired flexibility or some other quality, and the system transformed so that it possesses the
desired quality.

1We do not address problems of reengineering procedural applications to object-oriented ones.



10.3 Form of a reengineering pattern 165

The pattern form has been defined principally feengineeringpatterns: that is, patterns which describe

a transformation of a existing design to a more appropriate, target design. In general the pattern form has
been defined with the following requirements in mind, although some patterns may - due to specific needs
- add or omit sections described in the presented pattern format:

Focus on Reengineering Process.A reengineering pattern is different from a design pattern. It should

go beyond discussing good and bad designs. A reengineering pattern should also discuss the reengineering
proces$ For example if we know a design to contain problems according to present requirements, then
how can these problems be discovered; or, what are the pitfalls in transforming a system? Both are issues
that have to do with the reengineering process itself. A typical reengineering pattern will describe a process
that transforms a system with a design that is no longer adequate into a system with an improved design.
The reengineering pattern should clearly identify these two states of the system and their relationship.

Easy Navigation. The idea is that a handbook user (i.e. reengineer) should be able to determine if a
pattern is applicable within thigrst page of description.

Separate out Tool and Language Dependent IssuesTo make the patterns as generally applicable as
possible, tool and language dependent issues should be separated out as much as possible. The main part
of the patterns describes stable reengineering knowledge, whereas tools are more subject to evolution and
in some cases language dependent issues can be interesting but not of influence on the core idea of the
pattern.

Standard Terminology and Notation. A language neutral terminology and notation is mandatory if the
patterns are to be kept as language independent as is reasonably possible. The rule for terminology is: as
far as it is defined the UML terminology {&T 97] is used for object oriented concepts and if a term is not
defined by UML then the terminology of the FAMOOS Information Exchange model (see section 14.1) is
used. All other terms are to be defined in a glossary that is part of this handbook. For the homogeneity of
the patterns, a strong requirement is that all the drawings should be done using UML notations.

The specific aspects of reengineering patterns lead us to the definition of an adapted form for the reengi-
neering patterns. This form is structured as follows:

Pattern Name. The name is based on the reengineering operation that is performed as this is the most
natural way of discussing the pattern in the context of reengineering. It must form the basis for a
terminology for reengineers to talk about reengineering a system. As a temporary solution, patterns
which miss a good word will be named by a short sentence with a verb that emphasises the kind of
reengineering transformation.

Intent. A description of the process, together with the result and why it is desirable.

Applicability. When is the pattern applicable? When is it not applicable? This section includes a list of
symptoms, a list of reengineering goals and a list of related patterns. Symptoms are those experi-
enced when reusing, maintaining or changing the system. For example, correlations between editing
different parts of a system for making a certain change can indicate the need for a particular kind
of reengineering. Reengineering goals present the qualities improved through the application of this
pattern.

Motivation. This section presents an example: it must acquaint the reader with a concrete example so they
can better understand the more abstract presentation of the problem which follows in the structure
and process sections. The example must clearly describe the structure of the legacy system, the
structure of the reengineered system, and the relation between the two. The state of the system
before and after the application of the pattern are described.
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Structure. This section describes the structure of the system before and after reengineering. Each structure
section is similar to the structure section in the Gang of Four pattern book. The participants and their
collaborations are identified. Consequences discuss the advantages and disadvantages of the target
structure in comparison to the initial structure.

Process.The process section is subdivided into three sections: the detection, the recipe and the difficulties.
The detection section describes methods and tools to detect that the code is indeed suffering from the
suspected problem and that the process given below can help to alleviate this problem. The recipe
states how to perform the reengineering operation and the possible variants. The optional difficulties
subsection discusses situations where the reengineering operation is not feasible or is compromised
by other problems.

Discussion. In this section, forces of the legacy solution are discussed first. Indeed, often legacy solutions
fulfilled the requirements at the time they were implemented. When requirements change however,
the solution must evolve to accommodate the new requirements. The forces of the refactored so-
lution are stressed in terms of cost and benefit tradeoffs of applying the pattern. What is the cost
of detecting this problem? What is the magnitude of the problem? What is the benefit gained by
applying the pattern? This discussion should aid an engineer in deciding (once he knows the pat-
tern is applicable to the code) whether or not it is, in this specific case, worth applying the pattern.
Moreover, relationships with Design Patterns or AntiPatterns should be documented.

The sections above form the core of the pattern. The sections described below deal with more concrete
issues and are essential to the reengineering handbook, where engineers need information about language
specific issues and existing tool support and know applications.

Language Specific IssuesThis section lists what must be specifically resolved for each language. What
makes it more difficult? More easy?

Tool Support. Lists and describes tools to support the detection of symptoms, detection of participants
and collaborations, and to aid in the transformation of the system.

Known Uses. Gives known cases where the pattern has been applied, successfully or not. In our context,
references are made to our industrial case studies.

10.4 Pattern Navigation

The patterns that we have collected for this handbook solve a quite random set of reengineering problems.
To provide the reader with some guidance , we present ways to select the patterns that might be of interest
in solving a specific problem of yours. The usefulness of the navigational support is inherently limited due
to the rather small set of available patterns, but it provides an overview of what is already covered by the
patterns.

We currently provide navigation based based on forces that typically play a role in reengineering (see
section 10.4.1). For each type of navigation, a table is shown that gives a broad overview of which pattern
covers what. Following the table, the patterns are listed — according to the same structure as the table — with
a short explanation of their appearance in the table. This allows for a quick scan of the available patterns.

10.4.1 Forces

In this section we categorise the patterns according to how they affect the forces that are at work in a
reengineering project. In table 10.1 we show the reengineering patterns and their influence on the different
forces. The patterns are shown vertically and the forces horizontally. A ‘+' means that the pattern increases
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the effect of, or has a high impact on, the particular force. A ‘-’ means that the pattern reduces the impact
of, or has a low impact on, the force. No sigh means that the pattern either has no or an unpredictable
influence on the force. To give an example, the Code Duplication Detection pattern requires only minor

effort when applying it, scales up well and does not require much parsing.

| | Forces |
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Type Check Elimination in Clients + |+ |+ -
Type Check Elimination within a Provider Hierarchy + | +
Detection of Duplicated Code -+ -
Repairing a Broken Architecture + | +
Transforming Inheritance into Composition
Distribute Responsibilities + | +

Table 10.1: How the individual patterns affect the forces of a reengineering effort.

Flexibility

TyYPE CHECK ELIMINATION IN CLIENTS. By reducing the coupling between the clients and the
provider class hierarchy by refactoring the interface of the provider classes and the client code that
depends on these interfaces thus making the clients much more robust. This greatly facilitates ex-
tending the functionality of the provider hierarchy without breaking the client code.

TYPE CHECK ELIMINATION WITHIN A PROVIDER HIERARCHY. Transforms a single provider

class being used to implement what are conceptually a set of related types into a hierarchy of classes.
Decision structures, such as case statements or if-then-elses, over type information are replaced by
polymorphism. This results in increased modularity and facilitates the extension of functionality
through the addition of new subclasses.

REPAIRING A BROKEN ARCHITECTURE Detects and removes dependencies between packages
of a system that aren’t allowed according to the designated system architecture. These architec-
ture breaking dependencies may prohibit the exploitation of the architecture’s advantages and cause
unexpected effects at maintenance work.

TRANSFORMING INHERITANCE INTO COMPOSITION This pattern describes, how to transform an
inheritance relationship into a component relationship. This increases flexibility, because a com-
ponent relationship can be changed dynamically whereas an inheritance relationship can only be
changed statically.

DisTRIBUTE RESPONSIBILITIES Distributes the responsibilities equally among the classes of an
object-oriented system to prevent large, hardly maintainable and reusable classes.

Understandability

TYPE CHECK ELIMINATION IN CLIENTS. The reduced coupling between client and provider classes
as well as the refactored interface of the provider classes present a more modular view of what is
essentially the same functionality thus facilitating understandability.
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TYPE CHECK ELIMINATION WITHIN A PROVIDER HIERARCHY. Breaking a single complex class

into a hiearchy of simpler but more specialised classes facilitates partial understanding rather than
requiring complete understanding. This simplifies understanding how the hierarchy can be extended
by separating information that is relevant to the entire hierarchy from that which is specific to just a
few classes.

REPAIRING A BROKEN ARCHITECTURE Detects and removes dependencies between packages
of a system that aren’t allowed according to the designated system architecture. These architec-
ture breaking dependencies may prohibit the exploitation of the architecture’s advantages and cause
unexpected effects at maintenance work.

DISTRIBUTE RESPONSIBILITIES Distributes the responsibilities equally among the classes of an
object-oriented system to prevent large, hardly maintainable and reusable classes.

Reusability

TyPE CHECK ELIMINATION IN CLIENTS. The refactored interface of the classes from the provider
hierarchy more accurately reflect the needs of any client classes. This increases the likelyhood that
classes from the provider hierarchy can be reused while simplifying their reuse.

TRANSFORMING INHERITANCE INTO COMPOSITION This pattern describes, how to transform an
inheritance relationship into a component relationship. This increases flexibility, because a com-
ponent relationship can be changed dynamically whereas an inheritance relationship can only be
changed statically.

DISTRIBUTE RESPONSIBILITIES Distributes the responsibilities equally among the classes of an
object-oriented system to prevent large, hardly maintainable and reusable classes.

Relatively minor effort

DETECTION OFDUPLICATED CODE. Collecting duplication data is fully automatised. Filtering the

data to find candidates for refactoring automatically is possible only in some special cases. Normally,
human intervention and expertise is required to assess the duplication and decide on the possible
refactoring operations.

Patterns that easily scale up

DETECTION OFDUPLICATED CoODE. Code Duplication is done with tool support. All of the tools
are built to scale up well.

Patterns that need a low parsing effort

DETECTION OFDUPLICATED CODE. Depending on the technique used to detect duplication, more
or less parsing is required. TheubLoc tool (see Chapter 17) developedimmoos requires only
minimal parsing.

Global impact

TyPE CHECK ELIMINATION IN CLIENTS. The pattern involves refactoring the interface of a class
hierarchy in order to better support the clients of these classes. Consequently, most clients will be
affected which may potentially require that changes be made throughout the system.
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Higher number of Classes

DisTRIBUTE RESPONSIBILITIES Distributes the responsibilities equally among the classes of an
object-oriented system to prevent large classes that are difficult to maintain and reuse.

TyPE CHECK ELIMINATION WITHIN A PROVIDER HIERARCHY. Separates a single complex class
into a hiearchy of simpler more specialized classes representing a cleaner separation of concerns.
The increased number of classes allow a greater precision in expressing dependencies.
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TYPE CHECK ELIMINATION IN CLIENTS

Author(s): Stéphane Ducasse, Robb Nebbe and Tamar Richner

Intent

Transformclientclasses that depend on type tests (usually in conjunction with case statemeruisg iriso

that rely on polymorphism. The process involves factoring out the functionality distributed across the
clients and placing it in the provider hierarchy. This results in lower coupling betweati¢mésand the
providers(class hierarchy).

Applicability

Symptoms.

e Large decision structures in tioient over the type of (or equivalent information about) an instance
of the provider, either passed as an argument to the client, an instance variable of the client, or a
global variable.

e Adding a new subclass of th@ovider superclass requires modificationsdients of the provider
hierarchy because functionality is distributed over these clients.

Reengineering Goals.

¢ Localise functionality distributed acrosBentsin the providerhierarchy.
e Improve usability oforoviderhierarchy.

e Lower coupling betweeanlientsand theproviderhierarchy.

Related Reengineering Patterns. A closely related reengineering pattern i$PFE CHECK ELIMINA -

TION WITHIN A PROVIDER HIERARCHY, where the case statements over types are ipthvder code

as opposed to thelient code. The essential distinction is if the decision structure is over the type or an
attribute functioning as a type of: (a) an instancenbtherclass (this pattern) or (b) an instance of the
class to which the method belongs (seePE CHECK ELIMINATION WITHIN A PROVIDER HIERARCHY

in section 11).

Motivation

The fact that the clients depend on provider type tests is a well known symptom for a lack of polymor-
phism. This leads to unnecessary dependencies between the classes and it makes it harder to understand
the program because the interfaces are not uniform. Furthermore, adding a new subclass requires all clients

be adapted.
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Initial Situation.  The following code illustrates poor use of object-oriented concepts as shown by Fig. 11.1.
The functionmakeCalls takes a vector oTfelephone’s (which can be of different types) as a parameter

and makes a call for each of the telephones. The case statement switches on an explicit type-flag returned by
phoneType(). In each branch of the case, the programmer calls the phoneType specific methods identified
by the type-tag to make a call.

Client Providers

TelephoneBox ; : Telephone
makeCalls()

switch(p->phoneType()) : ;

case .... EEe E

case.. _________|| i i ,,,,,,,,, ] ‘

I
! [POTSPhone ! [ 1sDNPhone
+- | tourneManivelle() | * - initializeLine()
i | call() connect()

Figure 11.1: Initial relation and structure of clients and providers.

void makeCalls(Telephone * phoneArray([])
{
for (Telephone *p = phoneArray; p; p++) {
switch(p->phoneType()) {
case TELEPHONE::POTS: {
POTSPhone * potsp = (POTSPhone *) p;
potsp->tourneManivelle();
potsp->call(); break;}
case TELEPHONE::ISDN: {
ISDNPhone * isdnp = (ISDNPhone *) p;
isdnp->initializeLine();
isdnp->connect(); break;}
case TELEPHONE::OPERATORS: {
OperatorPhone * opp = (OperatorPhone *) p;
opp->operatormode(on);
opp->call(); break;}
case TELEPHONE::OTHERS:
default:
error(....);

11}

Final Situation. After applying the pattern the correspondimgPhones() will look as follows and the
structure as shown by the Fig. 11.2.

void makeCalls(Telephones *phoneArray[])

for(Telephone *p = phoneArray; p; p++) p->makeCall();
}

Note that the client code, which represents distributed functionality, has been greatly simplified. Further-
more, this functionality has been localised within ffedephone class hierarchy, thus making it more
complete and uniform with respect to the clients needs.
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Cliet Provides
TelephoneBox : Telephone
makeCalls() ¢ L makeCall()
[ .. makeCall()
POTSPhone ISDNPhone
makeCall() makeCall()

Figure 11.2: Final relation and structure of clients and providers.

Structure

Participants.

e provider classeg(Telephone and its subclasses)
— organised into a hierarchy.

¢ theclients (TelephoneBox) of the provider class hierarchy.

Collaborations. The collaborations will change between all clients and the providers as well as the col-
laboration within the provider hierarchy.

Initially, the clients collaborate directly with the provider superclass and its subclasses by virtue of type
tests or a case statement over the types of the subclasses. After reengineering the only direct collaboration
between the clients and the providers is through the superclass. Interaction specific to a subclass is handled
indirectly through polymorphism.

Within the provider hierarchy the superclass interface must be extended to accurately reflect the needs of
the clients. This will involve the addition of new methods and the possible refactorisation of the existing
methods in the superclass. Furthermore, the collaborations between the provider superclass and its sub-
classes may also evolve, i.e. it must be determined whether the new/refactored methods are abstract or
concrete.

Consequences. Relying on polymorphism localises the protocol for interacting with the provider classes
within the superclass. The collaborations are easier to understand since the interface actually required
by the clients is now documented explicitly in the provider superclass. It also simplifies the addition of
subclasses since their responsibilities are defined in a single place and not distributed across the clients of
the hierarchy.

Process

Detection. The technique described in the pattermPE CHECK ELIMINATION WITHIN A PROVIDER
HIERARCHY to detect case statements is applicable for this pattern. Whereas in the patter@HECK
ELIMINATION WITHIN A PROVIDER HIERARCHY, the switches are located in the same class, hence in
one file for a language like+€ in this pattern the case statements occur in several classes which can be
spread over different files.
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Recipe. The process consists of two major steps. The first is to encapsulate all the responsibilities that
are specific to the provider classes within the provider hierarchy. The second is to make sure that these
responsibilities are correctly distributed within the hierarchy.

1. Determine the set of clients to which the pattern will be applied.

2. Define a new abstract method in the provider superclass and concrete methods implementing this
method in each of the subclasses based on the source code contained within each branch of the case

statement.

3. Refactor the interface of the provider superclass to accurately reflect the protocol used by the clients.
This involves not only adding and possibly changing the methods included but determining how
they work together with the subclasses to provide the required behaviour. This includes determining
whether methods are abstract or concrete in the provider superclass.

4. For each client, rewrite the method containing the case statement so that it uses only the interface of
the provider superclass.

Difficulties.

1. The set of clients may all employ the same protocol; in this case the pattern needs to be applied
only once. However, if the clients use substantially different protocols then they can be divided into
different kinds and the pattern must be applied once for each kind of client.

2. If the case statement does not cover all the subclasses of the provider superclass a new abstract class
may need to be added and the client rewritten to depend on this new class. For example, if it is an
error to invoke the client method with some subclasses as opposed to just doing nothing then the type
system should be used to exclude such cases. This reduces the provider hierarchy to the one starting
at the new abstract class.

3. Refactoring the interface will affect all clients of the provider classes and must not be undertaken
without examining the full consequences of such an action.

4. Nested case statements indicate that multiple patterns must be applied. This pattern may need to be
applied recursively in which case it is easiest to apply the pattern to the outermost case statement
first. The provider classes then become the client classes for the next application of the pattern.
Another possibility is when the inner case statement is also within the provider class but some of the
state of the provider classes should be factored out into a separate hierarchy.

Discussion

During the detection phase one can find other uses of case statements. For example, case statements are
also used to implement objects with stateg & 94], [ALPE 98]. In such a case the dispatch is not done

on object type but on a certain state as illustrated in the State pattamM@®5] , [ALPE 98]. Moreover,

the Strategy pattern [@um 95], [ALPE 98] is also based on the elimination of case statement over object

state.

Language Specific Issues.
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C+ In C~virtual methods can only be used for classes that are related by an inheritance relationship. The
polymorphic method has to be declared in the superclass with the keyivtral to indicate that calls to
this methods are dispatched at runtime. These methods must be redefined in the subclasses.

Since G+ does not offer runtime type information, type information is encoded mostly using spome

type. A data member of a class having such an enum type and a method to retrieve these tags are usually a
hint that polymorphism could be used (although there are cases in which polymorphic mechanism cannot
substitute the manual type discrimination).

ADA  Detecting type tests falls into two cases. If the hierarchy is implemented as a single discriminated
record then you will find case statements over the discriminant. If the hierarchy is implemented with tagged
types then you cannot write a case statement over the types (they are not discrete); instead an if-then-else
structure will be used.

If a discriminated record has been used to implement the hierarchy it must first be transformed by applying
the TYPE CHECK ELIMINATION WITHIN A PROVIDER HIERARCHY pattern.

SMALLTALK In SMALLTALK the detection of the case statements over types is hard because few type
manipulations are provided. Basically, methaslgemberOf: andisKindOf: are available.anObject
isMemberOf: aClass returns true ifanObject is an instance of the class aClaasObject isKindOf:

aClass returns true if aClass is the class or a superclass of anObject. Detecting these method calls is
not sufficient, however, since class membership can also be testedeffittlass = anotherClass, or

with property tests throughout the hierarchy using methodsidigmbol, isString, isSequenceable,
isinteger.

Tools

Glimpse and agrep can be foundtat//ftp.cs.arizona.edu/glimpse.

Known Uses

In theFAMOOS mail sorting case study, we identified 28 matches (a match is not equivalent to a file because
a same file may contain several switches) for the expresgjmap 'switch;type’, 185 matches for the sole
expressiomagrep 'switch’. In the same timagrep 'if’ gave us 10976 matches whereas using the perl script
shown above we reduce the matches to 497.

In this case study, we identify three obvious lacks of polymorphism but they were not corresponding with
the presented pattern but its companion patterRETCHECK ELIMINATION WITHIN A PROVIDER HIER-
ARCHY. We found also cases that implement state objestM@ 95].

This pattern has been also applied in one offhROOS case studies written in Ada. This considerably
decreased the size of the application and improved the flexibility of the software. In onerafitioeds
C++ case studies, manual type check also occurs implemented statically via # ifdefs.
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TYPE CHECK ELIMINATION WITHIN A PRO-
VIDER HIERARCHY

Author(s): Stéephane Ducasse, Robb Nebbe and Tamar Richner
Intent

Transform a singlerovider class being used to implement what are conceptually a set of related types
into a hierarchy of classes. Decision structures, such as case statements or if-then-elses, over type infor-
mation are replaced by polymorphism. This results in increased modularity and facilitates the extension of
functionality through the addition of new subclasses.

Applicability

Symptoms.

e Methods contain large decision structures over an instance variable pfaheer class to which
they belong.

e Extending the functionality of thproviderclass requires modifying many methods.

e Many clientsdepend on a singlgroviderclass.

Reengineering Goals.

e Improve modularity.

o Simplify extension ofroviderfunctionality.

Related Reengineering Patterns. A closely related pattern isYiPE CHECK ELIMINATION IN CLIENTS

where the case statements over types are in the client code as opposed to the provider code. The essential
distinction is if the decision structure is over an instance variable of the class (this pattern) or another class
(see TvPE CHECK ELIMINATION IN CLIENTS in section 11).

Motivation

Case statements are sometimes used to simulate polymorphic dispatch. This often seems to be the result
of the absence of polymorphism in an earlier version of the language (Ada'&’1a’95 or C — C+).

Another possibility is that programmer don’t fully master the use of polymorphism and as a result do not
always recognise when it is applicable. In any language that supports polymorphism it is preferable to
exploit the language support rather than simulate it.

In the presence of polymorphism the process of dispatching is part of the language. In contrast, with
case statements or other large decision structures the simulated dispatch must be hand coded and hand
maintained. Accordingly, changing or extending the functionality are more difficult because they often
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affect many places in the source code. It also results in long methods with obscured logic that are hard to
understand.

Programmers often fall back to the language they are most familiar with — in the Variable State pattern
Kent Beck shows an example of such a situation related to Lisp programmees [8/]. Thus, they may
continue to implement solutions which do not exploit polymorphism even when polymorphism is available.
This could occur especially when programmers extend an existing design by programming around its flaws,
rather than reengineering it.

Initial Situation. Our example, taken in a simplified form from one of the case studies, consists of a
message class that wraps two different kinds of messagesT andACTION) that must be serialised to
be sent across a network connection as shown in the code and the figure 11.3.

- Message -
Clientl T Send(channel Channd) ~~~~7 Client2
set_value(action Integer)
set_value(text String)
receive(channel Channel)

Figure 11.3: Initial relation and structure of clients and providers.

A single provider class implements what is conceptually a set of related types. One attribute of the class
functions as surrogatgpeinformation and is used in a decision structure to handle different variations of
functionality required.

class Message {

public:
Message();
set_value(char* text);
set_value(int action);
void send(Channel c¢);
void receive(Channel ¢);

private:
void* data;
int type_;

}

/I from Message::send
constint TEXT =1;
const int ACTION = 2;
switch (type.) {
case TEXT: ...
case ACTION: ... };

Final Situation.

The case statements have been replaced by polymorphism and the original class has been transformed into
a hierarchy comprised of an abstract superclass and concrete subclasses. Clients must then be adapted to
create the appropriate concrete subclass.

Initially there may be a large number of dependencies on this class, making modification expensive in terms
of compilation time, and increasing the effort required to test the class. The target structure improves all of
these problems with the only cost being the effort required to refactor the provider class and to adapt the
clients to the new hierarchy.
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,,,,, »| Message - -~ Client2 |

send(channel Channel)
receive(channel Channel)

Text_Message Action_Message
send(channel Channel) send(channel Channel)
receive(channel Channel) receive(channel Channel)
Text_Message(text String) Action_Message(action Integer)

Figure 11.4: Final relation and structure of clients and providers.

class Message {

public:
virtual void send(Channel c) = 0;
virtual void receive(Channel c) = 0;

k

class Text_Message: public Message {
public:

Text_Message(char* text);

void send(Channel c);

void receive(Channel c);
private:

char* text;

k

class Action_Message: public Message {
public:

Action_Message(int action);

void send(Channel c);

void receive(Channel c);
private:

int action;

5

Structure

Participants.

e A single provider (Message) class that is transformed into a hierarchy of clasddescage,
Text_Message andAction_Message)

e A set ofclient classes
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Collaborations. The single provider class will be transformed into a hierarchy, thereby increasing mod-
ularity and facilitating extension of functionality.

Initially, the clients are all dependent on a single provider class. This class encompasses several variants of
functionality and thus encapsulates all the collaboration that would normally be handled by polymorphism.
This results in long methods typically containing case statements or other large decision structures.

The situation is improved by refactoring the single provider class into a hierarchy of classes: an abstract
superclass and a concrete subclass for each variant. Each of the new subclasses is simpler than the initial
class and these are relatively independent of each other.

Consequences. The functionality of the hierarchy can be extended adding a new subclass without modi-
fying the superclass. The increased modularity also impacts the clients who are now likely to be dependent
on separate subclasses in the provider hierarchy.

Process

Detection.

A class having many long methods is a good candidate for further analysis. A line of code per method met-
ric may help to narrow the search. If these methods contain case statements or complex decision structures
all based on the same attribute then the attribute is probably serving as surrogate type information. In C
where it is a good practice to define a class per file, the frequency of case statements in the same file can be
also used as a first hint to narrow the search for this pattern.

Example: detection of case statements in*€ Knowing if the pattern should be applied requires the
detection of case statements. Regular-expression based tools like emacs, grep, agrep help in the localisation
of case statements based on explicit construct like 8witch or Adacase. For examplegrep 'switch’

‘find . -name "*.cxx” -print' enumerates all the files with extensi@mx contained in a directory tree that
containsswitch. The grep facilities for grep are extendediigrep so it is possible to ask for finer queries.

For example, the expressi@grep 'switch;type’ -e ‘find . -name "*.cxx” -print' extracts all the files
containing lines havingwitch andtype.

However, even for a language like+*@hat provides an explicit case statement construct, detecting case
statements based on explidthenelse structures is necessary. The tools above are not well suited for
such a task, since their detection capabilities are restricted to one line at a time. One possible solution is
to use perl scripts - a perl script which searches the methods file€s and lists the occurrences of case
statements can be found in the appendix.

Recipe.

1. Determine the number of conceptual types currently implemented by the class by inspecting the case
statements. An enumeration type or set of constants will probably document this as well.

2. Implement the new provider hierarchy. You will need an abstract superclass and at least one derived
concrete class for every variant.

3. Determine if all of the methods need to be declared in the superclass or if some belong only in a
subclass.

4. Update the clients of the original class to depend on either the abstract superclass or on one of its
concrete subclasses.
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Difficulties.

¢ If the case statements are not all over the same set of functionality variants this is a sign that it might
be necessary to have a more complex hierarchy including several intermediate abstract classes, or
that some of the state of the provider should be factored out into a separate hierarchy.

o If a client depends on both the superclass and some of the subclasses then you may need to refactor
the client class or apply theYPE CHECK ELIMINATION IN CLIENTS pattern because this is an
indication that the provider does not support the correct interface.

Discussion

During the detection phase one can find other uses of case statements. For example, case statements are
also used to implement objects with stateg & 94], [ALPE 98]. In such a case the dispatch is not done

on object type but on a certain state as illustrated in the State pattenj®5], [ALPE 98]. Moreover,

the Strategy pattern [&vmM 95], [ALPE 98] is also based on the elimination of case statement over object
state.

In his thesis Opdyke [@HN 93] discusses the automatisation of code refactoring. His “Refactoring To
Specialise”, in which he proposed to use class invariant as a criteria to simplify conditionals, is similar to
this pattern.

Language Specific Issues.

C+~ Detection: in C polymorphism can be emulated either by using function pointers or through union
types and enum’s. *€programmers are likely to use a single class with a void pointer and then cast this
pointer to the appropriate type inside a switch statement. This allows them to uses classes which are
nominally object-oriented as opposed to unions which they have probably been told to avoid. The use of
constants is typically favoured over the use of enum’s.

Difficulties: If void pointers have been used in conjunction with type casts then you should check to see if
the classes mentioned in the type casts should be integrated into the new provider hierarchy.

ADA Detection: because Ada83 did not support polymorphism (or subprogram access types) discrim-
inated record types are the preferred solution. Typically an enumeration type provides the set of variants
and the conversion to polymorphism is straightforward in Ada95.

SMALLTALK In SMALLTALK the detection of the case statements over types is hard because few type
manipulations are provided. Basically, methaglgemberOf: andisKindOf: are available.anObject
isMemberOf: aClass returns true ifanObiject is an instance of the class aClaasObject isKindOf:

aClass returns true if aClass is the class or a superclass of anObject. Detecting these method calls is
not sufficient, however, since class membership can also be testedeffittiass = anotherClass, or

with property tests throughout the hierarchy using methodsiéi8gmbol, isString, isSequenceable,
isinteger.

Tools

Glimpse and agrep can be foundtat//ftp.cs.arizona.edu/glimpse.
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Known Uses

In oneFAMOOS case study several instances of this problem were found. In the example studied in depth
(DialogElement) it appears in conjunction with a class that groups together user interface and core model
functionality. There is a data member calléygpe that is used in the various switch statements. Furthermore

a void pointer is frequently cast to an appropriate type based on the valtypef
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DETECTION OFDUPLICATED CODE

Author(s): Matthias Rieger and Stéphane Ducasse

Intent

Detect code duplication in a system, without prior knowledge of the code. Identifying the duplicated code
is a first important step towards application refactoring.

Applicability

The only prerequisite is the availability of the source code.

Symptoms.

¢ You already saw the same source somewhere else in the application.
¢ You already fixed the same error in another piece of code.

e You make a conceptual change and in adapting the software to the new concept have to edit similar
pieces of code over and over again.

e You know you employed copy and paste programming during development, but do not remember
exactly were it was.

Reengineering Goals. Some of the following reengineering goals are not only linked to the identification
of duplicated code but also to its removal by refactoring:

Identifying unknown duplicated code. This pattern is well-suited to identifynknown and middle size
(4 to 100 lines) of duplicated code. If you are looking for occurrences of a particular line of code,
usesed- or grep-like tools or emacs (regexp and etag) facilities. If you are sure that the developers
had to use copy and paste coding (e.g. your software contains about 4 millions lines of code and was
developed by 2 people during one year) but want to know what has been copied and pasted, apply
this pattern.

Identifying duplicated code in large scale systemFollowing the previous point, if you are looking for a
way to identify duplicated code in a big (100’000 lines) to huge system apply this pattern.

Improving maintenance. Detection helps the maintainer of a system to make sure that some code frag-
ment, where an error has been fixed, is not copied a number of times with the error still in it, or,
complicating matters further, is fixed differently at each location by maintainers who have no knowl-
edge of each other’s activities.

Reducing maintenance costBy detecting clones of a piece of code to be maintained and merging the
code into one instance, the multiplied effort otherwise necessary to maintain all the clone instances
is removed.
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Improving the code readability. By identifying duplicated code and refactoring it, the size of code is
reduced. The level of abstraction is elevated when similar code pieces are refactored in a new method,
ultimately leading to the BALLTALK ideal of 6 lines of code per method. In one of #reM00s
case studies, we found a method of 6000 lines of C++ code, which is a nightmare in complexity by
any standards.

Improving compilation time. The less lines of code you have, the faster your system is compiled.

Reducing the footprint of the application. The less lines of code you have, the smaller the executable
of your application gets.

Related Reengineering Patterns.

e The QUT AND PASTE anti-pattern [BRow 98] explains what practices lead to code duplication. The
pattern discussed here focuses ondbtectionof the duplicated code.

e Patterns describing the factoring and reorganisation of code within the class hierarchy or by creating
new classes. Such patterns detail how the detected clones can be merged into a single instance.

Motivation

The duplication of code occurs frequently during the development phase when programmers reuse tried
and tested code in a new context, but are reluctant or, due to severe time pressure unable, to invest the time
necessary to generalise the existing code to be used in the old and the new context. Since duplication is
anad hodcopyé&paste activity more than something that is planned for, occurrences of duplication are not
documented and have to be detected.

Process

In order to detect code duplication in an unknown system, one cannot search for specific patterns. Rather,
the self similarity of the system has to be discovered. Each copy is equal or similar to its clones and
this similarity is revealed by comparing the entire system to itself. This comparison is on the one hand
computing intensive and on the other hand produces a remarkable amount of data of possibly copied code
pieces. Itis therefore necessary to automatically narrow down the candidates that have to be examined in
detail by a human.

Recipe. The applicability of the recipe is based on the availability of a tool for duplication detection.

1. Start with an automatic search for clones. The tool should create a database of all locations where
code duplication possibly occurred.

2. Deciding on the level or size of duplication that is interesting, filters are defined that remove the
uninteresting candidates.

3. For each clone family (i.en > 2 copies of the same piece of code) that is left after the filtering
step, a list of source code locations, possibly already with citations of the offending code pieces, is
presented to the maintainer so s/he can decide on how to remove the duplication.

Note that the recipe in this pattern does not concern itself with the actual problems of refactoring the code.
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Difficulties. The approaches used to compare actual pieces of code work on syntactical representations.
Therefore, one cannot detect duplicatedctionalitythat does not bear any syntactical resemblance.

Language Specific Issues.

Language dependency can stem from the parser that transforms the source code in the format that is used
for comparisons by the tool. Depending on this format, the parser can be of variable complexity. For
example, comparing the source code as text with only minimal transformations, e.g. removing comments
and superfluous white space, only needs a very simple lexer, which keeps language dependency at a low
level. Comparing abstract syntax tree of the source code, however, requires a full blown parser. The
complexity of the first transformation step thus correlates directly with language dependency.

Tools

Tool support is vital for applying this pattern.

e We have implemented aM3\LLTALK tool called DupLOC (see Chapter 17), which is specifically
aimed at supporting a visual approach of code duplication detection. At the moment, the tool uses
textual comparisons only. It allows the user to compare source code file by file, enabling him to ex-
amine the source code by clicking on the dots. Noise filtering can be done by removing uninteresting
lines.

e DUP [BAKE 92] is a tool that detects parameterised matches and generates reports on the found
matches. It can also generate scatter-plots of found matches.

e DoTPLOT [HELF 95] is a tool for displaying large scatter-plots. It has been used to compare source
code, but also filenames and literary texts.

e DATRIX [MAYR 96b] is a tool that finds similar functions by comparing vectors of source metrics.

Discussion

This pattern is valuable to apply if your system has the symptoms identified above or if your reengineering
goals belong to the set of the mentioned reengineering goals. It is also advisable, though, to apply it as a
precautionary measure in the maintenance process@desinvestmeriBrRow 98]. If you plan to revamp

an old system, duplication detection can help to plan parts of the effort.

Moreover, if your system should be migrated from one paradigm to another one—e.g. d®o1Qo an

object oriented language likeM3LLTALK —and you suspect duplicated code, this pattern is valuable to
identify which parts of the old system have been duplicated. Assessing the similarities and differences of
the parts will also improve your understanding of the systems functionalities.

The approach that has been taken in the developmentef.Dc (Chapter 17) has the following advan-
tages:
¢ Itis lightweight: it does not use complicated algorithms like elaborate parsing techniques.

e It is visual: the human eye is built to detect configurations and this can be fully exploited with a
matrix visual representation.

¢ Itis language independent: Since we use textual comparison, the tool is language independent to a
high degree and can be used for a number of languages without a change.
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Technical. The algorithm that is used to compare the source lines determines what level of fuzziness is
allowed to recognise a match. The simplest algorithm—which compares the source lines character per
character—finds only exact matches. More complicated algorithms (see for examgle 9B]) can find
parameterised matcheParameterised matches point out the possibility to refactor code into a parametris-
able function, where exact matches emphasise more the repetitive structures in the source code.

Known Uses

The pattern has been applied in biology research to detect DNA sequenssd®. In the context of
software reengineering, the pattern has been applied to detect duplicated cedeoios case-studies
containing up to 1’000°000 lines of C++. It also has been applied to detect duplicated codeoiBa. C
system of 4 millions of line of code. Thelw® tool [BAKE 92] has been used to investigated the source code
of the X-Window system, and ATRIX has investigated multiple versions of a large telecommunications
system, wading through 89 million lines of code all in alj&u 97]. DoTPLOT [HELF 95] has been used

to detect similarities irman-files, literary texts and names from file systems.
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REPAIRING A BROKEN ARCHITECTURE

Author(s): Holger Bar and Oliver Ciupke

Intent

Detect and remove dependencies between packages of a system that aren’t allowed according to the desig-
nated system architecture. These architecture breaking dependencies may prohibit the exploitation of the
architecture’s advantages and cause unexpected effects at maintenance work.

Applicability

This pattern is only applicable if the system to re-engineer should suit a certain architectuviotikeé
View Controller(MVC), should be layered or should obey other documented restrictions concerning the
dependencies between its packages.

To clarify the further discussion we note that a dependency between two classes located in different pack-
ages implies a dependency between the corresponding packages with the same direction.

Symptoms.

e If you are to carry out a change on the system which is supported by the system’s documented
architecture, e. g. replacing the top level package in a layered architecture or adding a view to the
model in a MVC architecture, the effort is higher than expected. This is due to extra dependencies
breaking the architecture and resulting in a cascade of changes to the rest of the system.

¢ Analyzing the system one encounters forbidden dependencies between packages, e. g. model classes
depending on their visual representation in an MVC architecture.

Reengineering Goals.

o Ifthe conformance to a certain architecture is proven or recovered the benefits of the architecture can
be exploited, e. g. it's easy to add a new view to a model within the MVC architecture.

¢ Understandability: the dependency constraints of the architecture reduce the number of dependen-
cies.

Motivation

The following example describes a typical three tier architecture for business applications with a user
interface, application logic layer and database layer. The architectural restriction on the dependencies
between these three packages is that the user interface may depend on the application logic which may
depend on the database, but nothing more.
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Initial Situation. In our example the application logic layer implements financial transaction manage-
ment and offers a service namegportTransactions (from, to) to report the transactions for a certain
period of time. Figure 13.1 shows the three packages and their dependencies. Evidently there’s a de-
pendency breaking the architecture from the application logic layer to the user interface: thewcall
ListOutput (reportList) to create a new output window for lists offered by the user interface layer. The
reason for introducing this call instead of returning the resulting list to the user interface layer might be the
fear of performance penalties.

In general reasons leading to a broken architecture are:

¢ Altering the system without having understood the architecture.

e A system architecture which seems to have performance penalties that can be overcome by breaking
the architecture.

e Favoring "quick-and-dirty” instead of "nice-and-clean”.

] ] ]

reportTransactions (from, to)

«layer» > «layer» = «layer»
user interface application logic database

new ListOutput (reportList)

Figure 13.1: A broken architecture

Final Situation. The solution for the problem described above is quite straightforward. Just let the
service computing the report return the transaction list to the user interface instead of itself displaying
the list. But first it's not always that easy and second it's only easy after the dependency breaking the
architecture has been found within the whole system.

Structure

There is no common problem structure for breaking an architecture because architectures themselves do
not have a common structure. So a target structure is missing also.

Process

Detection.

1. Analyze the actual high level dependency structure, i.e. the dependencies between packages.
2. Search for dependencies which are not allowed by the documented architecture. You can do this

Manually: Visualize the dependency graph with a graph layout tool and search manually for depen-
dencies breaking the architecture.

Automatically: The process can be automated with a tool that is able to analyze and manipulate
graphs or relational queries on the given data.
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(a) Set up a second graph containing the packages and the allowed dependencies between
them according to the documented architecture.

(b) Compute the set of actual dependencies minus the set of allowed dependencies. The result
are the dependencies breaking the architecture.

3. Tofind architecture violations in a system that should be layered search for cycles in the dependency
graph.

Recipe.

A violating dependency exists either between two packages where no dependency is allowed or the depen-
dency is just in the wrong direction like the one in our motivating example. In the first case there is no
general solution, but in the second case the dependency can be reversed in a generic way:

1. Create a new abstract class with the same interface as the target of the dependency.

2. Replace the dependency on the target class by one on the new abstract class.

3. Let the target of the dependency inherit from the new abstract class. Now both the original source
and target of the dependency are dependent on the abstract class.

4. Move the abstract class to a package where both the source and the target package may depend on it.
In the case of reversing the dependency, this is the package containing the source of the dependency.

Figure 13.2 shows a broken architecture. PaciR@enay depend on packad¥l, butP1 is not supposed
to depend oP2. Actually classB depends both on class€sandD which maked?1 dependent oR2.

Figure 13.3 shows the solution to the problem. Instegd anhdD, B calls now the abstract classgsabstr
andD_abstr. C andD inherit from their abstract counterpart and implement the methods callBd by

Figure 13.2: A broken architecture

There are also special solutions for similar problems like a model that has to update its various views
without knowing how many views there are and of which type they are. This problem is solved by the
OBSERVERpattern [G:MM 95].
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Figure 13.3: Dependencies reverted to fit the documented architecture

Difficulties. The new abstract class used by the source of the forbidden deperigleanybe seen as an
interface defined b that supplier classes must implement. So this interface needn’t contain all methods
of the former target resp.D), but only the methodB needs.

In our example in the figures 13.2 and 13.3 there was only one classB¢lzesging a forbidden dependency
on classC. If there is more than one class having a forbidden dependency the solution is a bit more
complicated:

e Define only one interface per package that is used by all dependa@ts on

e For dependants in different packages create one abstract class per package andJetnpissent
all of them or move the abstract class(es) into a package which every affected package may depend
on.

Language Specific Issues. The transformation for reversing dependencies is only generally applicable
for languages that allow an inheritance relation to be added to a pure abstract class (interfage)in J
This is the case for€and AvA and also for $IALLTALK , because in BALLTALK there is no need to
inherit from a pure abstract class.

Tools

Tools support is available for the following tasks of the detection section:

e Produce static structure graphs from source code.
The tool set ®OSE contains too parsers,BRRIEVER and TABLE GEN with different advantages
which can generate design information from C++ code in a format readable further tools.

e Visualizing a graph.
You can use VCG, a graph layout tool, with a great variety of hierarchical layouts or Graphlet offering
a set of layout algorithms with quite different aproaches. Unfortunately Graphlet (Version 2.8) has
problems with printing the graphs.
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e Setting up a new graph
can be done with a graph editor like Graphlet.

e Finding cycles in a graph.
Execute the command

reView strongComponents < graph.gml | printCycles

of the tool set @osEwith graph.gml replaced by your graph file.

e Computing the difference between two graphs.
The tool set ®@OsElets you convert graphs in a relational ASCII format. Filter off any other in-
formation besides first three collumns containing the type, source and target of the relation in these
ASCII files with the Unix commandut -f1-3. Then use the Unix commamdmm -23 followed by
the two files on which the difference should be computed.

Known Uses

In one of therFaAMOOS case studies, there was an architecture defined with a base line framework and dif-
ferent products on top of this framework. When analysing the code, a class of the base line framework was
found to inherit from several product classes. This kind of dependency was forbidden by the architecture
definition. To repair this, an interface class was introduced from which the product classes inherited. This
way, the framework was no longer dependent on the products, which made the system easier to change and
decreased compile times.

A further example for an successful architecture clean up is the change in the event model of the Java
Development Kit from the Version 1.0 to 1.1 (...cite). In this case tBe ERVERpattern was applied The
observer pattern [&vM 95] is a special form of the general principle to introduce an abstract interface to
decouple classes.

1in the JDK, the Observer is called Listener.
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TRANSFORMINGINHERITANCE INTO COM-
POSITION

Author: Benedikt Schulz

Intent

Improve the flexibility and comprehensibility of your design by transforming an inheritance relationship
into a component relationship and delegating of a set of methods to this component.

Motivation

The following example occurred in a project which aimed at visualising hydraulic data of river parts. The
data was visualised in a two-dimensional diagram which changed over time. The user of the system got the
impression of seeing a film because of this animation.

The most crucial part in the system concerning efficiency was the subsystem which was responsible for
drawing lines on the screen: For every new frame of the animation the complete set of lines representing
the data had to be redrawn.

Initial Situation. In the first version of the system drawing lines was handled by the GDI subsystem
of the Win32s operating system. This was pretty efficient until a new requirement came into play. The
customers wanted to be able to change properties of the lines like colour, thickness, style, etc. The GDI
subsystem was not able to draw lines with customisable thickness in an efficient way however: The system
was showing rather a slide show than a film. The initial design is depicted in Figure 13.4.

Graphic

drawPoint(){...}
getPhysicalPosition(){...}

A

Shape
draw(){...}
Circle Rectangle
/I draw a rectangle B
draw() {...} draw() {...}O- | — — - drawPoint(x,y);

Figure 13.4: Initial Situation

Some experiments with a new technology called DirectDraw (that is also a subsystem of the operating
system) revealed its superiority and thus the project manager decided to replace GDI with DirectDraw.

This led to serious problems: Since the class responsible for drawing lines was using functionality of GDI
by inheritance it was not possible just to replace it by DirectDraw. DirectDraw had a different interface and
so the implementation of a lot of methods which were responsible for drawing lines had to be changed.
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Final Situation. To avoid similar problems in the future the project manager decided not only to change
the the drawing system but additionally to introduce a flexible new design which should allow for easy
exchange of different drawing systems.

The new design got its flexibility mainly from one change: Instead of relying on inheritance to reuse
functionality, a component relationship together with the concept of delegation was used. This means that
a Shape-object no longer "knows” (directly or via inheritance) how to draw points but it rather "knows”

an object which "knows” how to draw the points. Since objects can even be changed during run-time of
the system the flexibility of the system was significantly improved. The final design is depicted in Figure
13.5 where new or changed entities are marked grey.

Shape

Graphic* impl K> p| Graphic

abstract draw(){...} abstract drawPoint(){...}
drawPoint(x,y){...} O— — abstract getPhysicalPosition(){...}
getPhysicalPosition(){...}

- — 4

drawPoint(x,y)
{ impl.drawPoint(x,y) ; }

I I . .
- GraphicGDI GraphicDDraw
Circle Rectangle tt P &
drawPoint() {...} drawPoint() {...}
draw() {...} draw() {...} getPhysicalPosition(){...} getPhysicalPosition(){...}

Figure 13.5: Target Structure

Some weeks after the redesign of the system it was revealed that the DirectDraw subsystem was not auto-
matically installed on all systems running Win32s. But since the system could check whether DirectDraw
was installed or not during run-time and since the drawing system was made exchangeable during run-time
this new fact did not lead to any problems.

In the end the target structure is an instance of the Bridge design pattes{®5]. (It was not possible

to use a Singleton Graphic acting as a facade to the libraries, because Graphic is not stateless and can
have different states for different Shape-objects.) The Transforming Inheritance into Composition pattern
is nevertheless not equivalent to the Bridge design pattern, because it not only describes “good” target
structures but rather the process of applying the Bridge design pattern to an existing object-oriented legacy
system.

Applicability

Transforming Inheritance into Compositionis applicable whenever you recognise during the reviewing of
your legacy system thgbu should have usezhe of the following design patterfmsit you have not used
them:

e Bridge [GaMM 95],
e Strategy [&MM 95] or

e State [GAMM 95][DYSs0 96].
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All of these design patterns make use of the Obijectifier design pattevm[B5] and the technique of
delegation.

The application of this pattern is difficult if the inheritance relationship is deeply nested in the hierarchy
because breaking the hierarchy means that all the methods which were inherited (and this can be a large

number) have to be delegated. Therefore the inheritance relationghip iemoved in a variant of the
Transforming Inheritance into Composition reengineering pattern which will be discussed later.

The reengineering pattern should not be used in the following cases:

¢ Inheritancas the appropriate modelling technique for the problem (e.qg., if therésimaelationship
between two classes).

¢ Introducing delegation would be too expensive with respect to efficiency. This has to be considered

especially when the delegation takes place within a loop which is processed a lot of times.

¢ In statically typed languages: Clients use the two classes related via inheritance polymorphically and

you do not want to change these clients.

Symptoms. The application of this pattern can improve your design if you encounter one of the following
problems:

e For a certain problem you should have usedBihielge, Strategyor Statedesign pattern but in the

system you are reengineering these design patterns have not been used. You know how to use the
respective design patterns when you are building a new system but you do not know how to apply
them to an existing design.

— You want to be able to change the implementation of an abstraction in a more flexible way,
maybe even at run-tim@&(idge design pattern). The actual design does not allow for this kind
of flexibility.

— You want to extend the class system with new classes which share the same interface but differ
in their behaviour $trategydesign pattern). The actual design does not allow for this kind of
flexibility.

— You have a lot of conditional statements in your code because the behaviour of an object de-
pends strongly on its current state. You want to get rid of these conditioBtdseflesign
pattern).

The inheritance relationship was established mainly for code reuse. The code which was the reason
for using inheritance now has to be changed and so you want to remove the inheritance relation-
ship because it is no longer appropriate. You do not know how to do this without changing the
functionality of the system.

Reengineering Goals. The goal of the Transforming Inheritance into Compositionreengineering pattern
is to help software engineers to apply a design pattern relying on the Obijectifier design pattern and delega-
tion to an existing design. In particular the pattern aims at

e increasing run-time flexibility. This is achieved because after the application of the reengineering
pattern you will be able to change the component during run-time.

e increasing static flexibility (configurability). This is achieved because after the application of the
pattern you will be able extend the component class hierarchy independently from the abstraction.

e increasing comprehensibility. This is achieved because the reengineering pattern can remove inheri-
tance for code reuse which is hard to understand from your system.
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Related Reengineering Patterns. The Transforming Inheritance into Compositionreengineering pattern
is related to all design patterns which rely on the Objectifier design pattevm[25] and delegation like

e Bridge
e Strategy

e State

Structure

The problem structure is depicted in Figure 13.6. Transforming Inheritance into Compositionleads you to
the target structure depicted in Figure 13.7

Base

+mBase()

f

Component

+service1()

1

Delegator

+service1()
+service2()

t

Leaf 1 Leaf 2

+mLeaf() +mLeaf()

Figure 13.6: Problem Structure for the reengineering pattern

Participants.

e Baseis the root of the inheritance tree.

e Component(Graphic) is the class which gets cut out from the inheritance hierarchy to serve as a
provider of certain services. The inheritance relationshipase may remain in existence.

e Delegator(Shape) is the class which uses services f@mponent by inheritance in Figure 13.6.
After application of the reengineering pattern in Figure 1B3élegator  will make use of these
services by delegation.

e Leaf_ 1, Leaf 2, ...(Circle, Rectangle, ...) are the leaves of the inheritance hierarchy

e ComponentA, ComponentB, ... (GraphicGDI, GraphicDDraw, ...) are the subclasseSahpo-
nent implementing the services of their super-class in different ways..
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Base

+mBase()
Component
1.1
1 +service1()
Delegator
-comp : Cémponent Delegator::service1()
+service1() { comp->servicel();}
+service2()
A
Leaf 1 Leaf 2 Component_A Component_B
+mLeaf() +mLeaf() +service1() +service1()

Figure 13.7: Target Structure for the reengineering pattern

Collaborations.

e Delegator makes use adervicel(drawPoint) provided b omponent. This is done

— in the problem structure by executing inherited methods f@omponent whereas

— in the target structure the execution of these methodslegatedo Component .

Consequences.

e Positive benefits

— Transforming Inheritance into Compositionsolves an important and basic reengineering prob-
lem and the application of the reengineering pattern allows for the introduction of several
known design patterns [@/m 95].

— Since abstraction and implementation are separated, changing the implementation does not
require recompilation but only rebinding of the system.

— The implementors afervicel can be designed to form a separate inheritance tree. (This is
suggested by the cla€omponentA in Figure 13.7.) This is impossible before the application
of the reengineering pattern.

¢ Negative liabilities
— The execution ofervicel provided byDelegator  will take longer in the target structure

because it has to be delegated. This may be criticadrificel is needed a lot of times.

— The target structure is slightly more difficult to implement since the attribui@etégator
namedcomp has to be initialised whenever a new instancéDefegator is created and
destroyed whenever that instance is deleted.
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Process

The process mainly relies on the idea of combining the approach of considering design patterns as operators
[Zimm 97] (rather than building blocks) and the refactoring approach presentedHim [93]. This idea is
presented and discussed in detail ic & 98b].

Detection.

Since violations against flexibility issues can only be detected if you know where flexibility is needed
and which kind of flexibility (e.g., run-time flexibility, configurability) is needed, algorithmic detection is
difficult. However, you can

e ask people who designed and implemented the system if there is a case where they wanted to be able
to change the implementation of an interface at run-time and this was not possible.

¢ look for methods with a large amount of conditional statements. The behaviour of an object may
depend strongly on its internal state (Type Check Elimination within a Provider Hierarchy).

¢ look for two classes, one inheriting from the other, which are never used polymorphically. This
means that a variable declared as super-class is never used for an instance of the subclass.

Recipe. Inthis section we show how to apply tTransforming Inheritance into Composition and what kind

of reengineering operations have to be applied. If we name entities (like classes, methods and attributes) we
refer to the participants of the problem structure depicted in Figure 13.6 and the target structure depicted
in Figure 13.7.

1. Create a new attributeomp of Component in the classDelegator . Change the constructor
method ofDelegator  so that it initialises the attributeomp with a new instance d€omponent .
If you plan to add several subclassesGi@mponent later on (you should do so!) than add a new
formal argumentto the constructor methodaflegator  which will serve as an indicator of which
concrete subclass @omponent to use.

2. Copy all the signatures of the methods fr&@omponent which are visible toDelegator to
Delegator . For each added method add an implementation which delegates the execution of the
method to the corresponding method@dmponent . For an example, see the implementation of
Delegator:servicel() in Figure 13.7.

3. Remove the inheritance relationship betw€emponent andDelegator . Caution: In statically
typed languages you will not be able to use an instancBedégator  polymorphically as an
instance ofComponent after this step. In particular it is not possible any more to cast instances of
Delegator to Component.

Difficulties.

If you decide to introduce an additional formal parameter to the constructoelgfgator then every

piece of code that creates an instancddefegator has to be changed. In languages which support
default values for formal parameters this problem can be resolved by defining an appropriate default value
(e.g.,Component if this class is not made abstract).

If there is no way to avoid polymorphism betwelealegator andComponent but you still have strong
reasons to apply Transforming Inheritance into Composition and you are using a statically typed language,
you can omit removing the inheritance relationship betw@emponent andDelegator . You should

be aware of the fact, that you might have the following problem: The €assponent has two parts:
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e One part of the methods represents set of utility services. You atkgator inherit from
Component because you wanted to be able to use these services without re-implementing them.

e The other part of the methods representséatinterface ofDelegator . You madeDelegator
inheritfromComponent because you wanted to establishisarelationship betweebelegator
andComponent to be able to use instances of both classes polymorphically.

In this case consider splitting tl@omponent class into two separate classes.

Language Specific Issues.

e In C~ you should implement the attribut®mp as a pointer. Otherwise you will not be able to use
polymorphism for the inheritance tree with rad@dbmponent .

e In dynamically typed languages likeM3LLTALK it is not necessary that two classes are related
via an inheritance link to use them polymorphically. This means, for example, that you can still use
instances o€omponent andDelegator together in one container object.

Discussion

Since the detection of the problem structure is far away from being an algorithmic, tool supported process,
you should not explicitly look for this problem structure. But since software development is an iterative
process you will find the problem structure while trying to extend or modify your system. Once you have
found the problem structure in your code, you should strongly consider the application of Transforming
Inheritance into Composition.

The relevance of this reengineering pattern is high: In a lot of companies which were early adopters of the
object-oriented paradigm, the maturity of the software engineers concerning object-oriented technology
was low. This resulted in an overuse of inheritance, mainly for code reuse. These software defects can be
removed by the application of the reengineering pattern.

The concept of delegation and the Obijectifier design pattaniZ95] are the fundamentals of this reengi-
neering pattern and the resulting target structure is closely related to the Bridge, Strategy and State design
patterns [@MM 95]. A good understanding of these design patterns helps to use the reengineering pattern.

Tools

The detection of pairs of classes which are never used polymorphically can be done with the tool-set
Goose[BAR 98][Ciur 99]. Goosecan not only detect missing polymorphism but a lot of other design
defects which occur in object-oriented systems.

Since the application of the reengineering pattern relies on the application of refactorings $Q)

you can use every tool which supports this technique, such aRdfectoring BrowsefRoOBE 97a] for
SMALLTALK , which is the most advanced refactoring tool. The Refactoring Browser is described and
available for free ahttp://st-www.cs.uiuc.edu/ ~brant/Refactory/

For a subset of €we implemented a prototype to support refactorings. This tool is cRlefdC++and
described in [MbHR 98]. RefaC++can perform a subset of the refactorings presented frD™®2] and
can also apply the Bridge design pattern automatically.
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Known Uses

Transforming Inheritance into Compositionhas been applied in the following known cases:

e The reengineering pattern was applied with success in the project described in the motivation section.
It was possible to increase the flexibility of the system so that the new requirement (DirectDraw not
available on every Win32s installation) could be fulfilled without problems.

e We are analysing and flexibilising a graphical information system for a German middle-sized en-
terprise. We found several design flaws which have been corrected by applying this reengineering
pattern.

e [ROBE 96] describes how frameworks evolve. In the White-box Framework design pattesE[6]
the engineer is encouraged to use inheritance for reuse because it is easier to understand and to reuse.
In later stages of the framework development inheritance has to be replaced by polymorphic compo-
sition.
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DISTRIBUTE RESPONSIBILITIES

Author(s): Holger Bar and Oliver Ciupke

Intent

Distribute the responsibilities equally among the classes of an object-oriented system to prevent large,
hardly maintainable and reusable classes.

Applicability

A responsibility is a description of a service offered by a class. It is fulfilled by a set of publicly accessible
methods.

Symptoms. If the responsibilities aren’t distributed among the classes, there will be one or more classes
incorporating a lot of responsibilities. Such classes, catiettiple responsible class¢®RC) from now
on, result in the following symptoms.

If you ask for the responsibilities of a MRC, you get long and unclear answers.
The MRC is used by other classes for different purposes (low level MRC).
The MRC uses a lot of classes (high level MRGhuainager class

Functional enhancements somewhere in the system often require changes in one of the high level
MRCs.

A MRC is mostly large in lines of code and number of methods, because many responsibilities result
in many methods resulting in many lines of code for concrete classes.

High level MRCs can hardly be reused because too many design decisions of the specific application
are coded into them.

Maintenance work on MRCs is hard, because there is no boundary between the different responsi-
bilities, so that it's unclear where to change the class for a certain maintenance action and which the
effects of the change are.

Reengineering Goals.

Understandability: classes with many responsibilities are hard to understand, because the responsi-
bilities are mixed together, i. e one can't identify the individual responsibilities and understand their
implementation and collaboration with other classes in isolation.

Flexibility: classes with few responsibilities allow fine grained adoptions by subclassing or replacing
a class.

Reusability: classes are normally reused as a whole. Therefore it’s unlikely that MRCs are reused
because the particular combination of responsibilities needed in its original application is unlikely to
occur in another one.
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Related Reengineering Patterns.

e large classes
e large methods
e structural programming

Classic structural programming principles applied to an OO-language often lead to one central man-
ager class operating on several dumb data classes.

Motivation

Initial Situation. The UML diagram in Figure 13.8 shows a manager clAsspuntManager, together
with two passive classedccountData andBarChart. The responsibilities of the manager class are

1. to process user input @nCalculateSummary,

2. to do the summary calculation usifgt... Transaction methods to query the transaction data from
classAccountData,

3. and to present the results with the help of classeen.

So the manager class has three responsibilities and implements nearly the whole functionality. Major
design decisions like how the summary is calculated and presented and the reactions on the user input are
hard coded in this class thus making it hardly reusable.

AccountManager

+OnCalculateSummary()

AccountData Screen

+GetFirstTransaction() +DrawRectangle(value : float),
+GetNextTransaction()

Figure 13.8: Example of a manager class with two passive classes.

Final Situation. We can distribute the three responsibilities of the manager class among three classes:
UserlInteraction, Account andBarChart. In this design all classes besiddserinteraction have a high
potential for reuse.

Userlnteraction Account BarChart Screen
L —
+OnCalculateSummary() +GetFirstTransaction() j +ShowValue(value : float) +DrawRectangle(value : float)
+GetNextTransaction() +Update()

+CalculateSummary()
+GetSummary()

Figure 13.9: The improved example with distributed responsibilities.
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Structure

The structure of the problem and the target structure differ both between high level MRCs and low level
MRCs.

High level MRC problem structure.

high level MRC

+method Al for resp. 1()
+method A2 for resp. 1()
+method B for resp. 2()
+...()

used class used class used class used class

Figure 13.10: Problem structure of a high level MRC.

Participants. The high level MRC shows a broad interface with a set of methods per responsibility.

Collaborations. High level MRCs often use many other classes to fulfill their numerous responsibilities.

Low level MRC problem structure.

client class client class client class client class

Ioﬁ eveu\A/RC

Figure 13.11: Problem structure of a low level MRC.

Collaborations. The various clients use different responsibilities of the low level MRC.

High level MRC target structure.

For high level MRCs there is no general target structure. The goal is to distribute the responsibilities. Good
candidates for receiving responsibilities are the used classes. But sometimes it's necessary to define a new
class likeBarChart of the motivating example. The manager class itself will be reduced in size (lines of
code, methods) or will disappear completely.

Low level MRC target structure.

Participants. The low level MRC has been split into several classes according to the responsibilities of
the MRC and the parts used by the client classes.



206

Cluster: Improving Flexibility

client class client class client class client class

part A of MRC part B of MRC part C of MRC

Figure 13.12: Target structure of a low level MRC.

Collaborations. The client classes of the low level MRC now only use those parts of the MRC they
actually need.

Consequences.

The responsibilities of the high level MRC are distributed moving the code closer to the data it works
on.

In case the manager class disappears completely there is no central control any more. The design has
made a step towards autonomous interacting objects.

The remainder of the high level MRC and the parts of the low level MRC are smaller, easier to
understand and exhibit more potential for reuse.

Instead of many dependencies on one low level MRC the application of this pattern leads to a set of
classes each with a lower number of dependents.

The smaller "part classes” of the low level MRC are more stable than the original class simply
because they encapsulate less design decisions. So together with the previous topic the compilation
times after changes to the system will be reduced.

In both cases the number of classes may increase.

The distribution of responsibilities may affect the efficiency of the system.

Process

Detection.

MRCs are normally the largest classes in a system, program or package both in lines of code and in
number of methods.

To find high level MRCs search for classes with manager, man, driver, initiator and so on in their
name.

Classes that use many other classes are also good candidates for high level MRCs. They can be
found by looking for classes with high values for coupling metrics like the CBO mettic®4].

Low level MRCs are used for different purposes. So the implementation of their responsibilities are
likely to not communicate with each other. Therefore these classes will often exhibit low cohesion.
There are numerous cohesion metrics, e. g. the TCC metrinyB5].
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The conjunction of the size and coupling criteria and optionally the name criterion should produce satisfy-
ing results for the detection of high level MRCs as should the conjunction of the size and cohesion criteria
for low level MRCs.

Recipe.

e Search for candidate MRCs as described in the detection section above. The next steps depend on
whether you have detected a high level or a low level MRC.

¢ High level MRCs
Try to distribute the responsibilities of the manager class to other classes. Good candidates for
receiving responsibilities are the classes used by the manager class. It may be necessary to define a
new class likdBarChart of the motivating example. The manager class itself will be reduced in size
(lines of code, methods) or will disappear completely.

e Low level MRCs

1. Determine the parts of the low level MRC.
There are two ways to determine the parts — one considers the use of the class by its clients,
the other one examines the class’ internal structure:

(a) Analyse the use of the class by its clients. Note for each type of client the features of the
MRC (methods and public attributes) it uses. Find a partition of the feature set so that each
client uses only one or few parts.

(b) Although cohesion metrics indicate whether a class could and should be split, they do not
directly indicate where to split the class. You can get good suggestions for splitting by
computing the minimum cut on the undirected graph containing all methods and attributes
of the class as nodes and all method calls and variable accesses within the class?as edges
The minimum cut algorithm computes such a partition of the graph in two sets of nodes that
the number of edges from one set to the other is minimised. Splitting a class according to
this partition leads to two classes with minimal communication between them. Of course
this splitting step can be applied to the two sets recursively until the resulting classes are
small enough.

2. You may use one of the mentioned partitions of the MRC or a combination of both to split the
MRC. In cases where there is no optimal partition (e. g. client uses more than one part or there
is more than zero communication between the parts) the partition often needs some manual fine
tuning to end up with a set of reasonable classes.

3. Split the MRC according to the partition and reorganise its context.

Difficulties.

e The detection of MRCs is not very precise, especially for low level MRCs. The key point in detecting
a low level MRC is to recognise that it is used by different types of clients for different purposes.

e Determining the partition of the MRC can hardly be done fully automatically because the parts must
be reasonable classes.

Tools

Several prototype tools have been developed withirFineo0s project which can help to detect and to
solve this problem.

2All edges have weight 1; parallel edges are allowed for modelling multiple calls and accesses
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o Avisualisation of the static system structure at the right level of abstraction, e.g. with the tools within
the tool set ®@0osEcan help detecting central classes or subsystems.

e TABLEGEN computes the TCC cohesion metric and also coupling metrics.

e The computation of minimum cuts to determine the partition of a MRC can be don&eNtlew,
atool also developed within ttraAMOOS project.

e GOOSE relational representation of design information enables to search for classes with a high
out-degree of usage. The classes with the highest out-degrees are good candidates for being high
level MRCs.

Known Uses

During restructuring in one of theamoos case studies, there was a big class found which incorporated
responsibilities for several different products. This class was split into several pieces to make the program
more flexible with respect to frequent changesR98].
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USE TYPE INFERENCE

Author: Markus Bauer

Intent

It is hard to understand the structure and the workings of a software system written in a dynamically typed
language because of the lack of type declarations. Therefore add type annotations to the program code
which document the system and which can additionally be used by sophisticated reengineering tools.

Applicability

Apply this pattern when reengineering systems that are writte8malltalkor in a similar, dynamically
typed programming language, where you have only limited knowledge about the system. Typical situations
could be:

¢ You have to maintain and/or modify the software system, but you have only limited knowledge about
its inner workings. You are interested to learn, which types of objects of the system are manipulated
by some code your are working on, but this is difficult since you do not have type declarations in
your source code that provide you with that information.

e You want to support a reengineering task by some tools, but these tools rely on type information
for the system’s variables and methods. Most reengineering tools rely on such type information.
Examples include (but are not limited to) tBenalltalk Refactoring BrowsgRoBE 97af or tools
that calculate software product metrics (like those describeding®4]).

e You want to reengineer or rewrite the system using a statically typed programming language, but to
achieve this, you need appropriate type declarations for the system’s variables and methods.

Problem

In dynamically typed systems, the lack of static type information (i.e. the lack of type declarations for
variables and method signatures) makes some reengineering tasks difficult or impossible, since such type
information usually represents prominent parts of a system’s semantics.

Motivation

Consider some code fragmehtsr a dynamically typed application that manipulates drawings. Such an
application might have a clagdontainer  for storing some objects. Figure 13.13 shows a metui!
that is used to add objects to the container.

For reengineering purposes we might be interested in an answer to the following question: What kind of
objects can be stored in the container, that is, of what types are the objects, that are passed as arguments to
theadd -Method?

3The current implementation of the Refactoring Browser does not infer precise types for the system’s entities though, it relies on
(unprecise) heuristics instead.

4We present code examples in a syntax close to Java. Since we deal with dynamically typed code, we just omit Java’s type
declarations.
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add: anObject
contents add: anObject.
anObject draw.

Figure 13.13: Methoddd in classContainer

Forces

e To learn about the types of objects that are manipulated by some code you are looking at, you might
consider manually tracing the execution of your code and guess what's going on in your system, but
for larger systems, this is an infeasible and error-prone task.

e You could also try to capture that information by looking at method and variable names, but in many
legacy systems naming conventions do not exist or do not provide enough information about the
object types and the manipulations that are made with them (see our example above). Even worse,
you can'’t be sure that the names do not lead you to wrong conclusions.

e To migrate from a dynamically typed language to a statically typed language, you could apply ap-
proaches that do not rely on type information, like those proposed for the translation of Smalltalk
applications to Java in [l&GE 98]. These approaches simulate Smalltalk’s dynamic type system in
Java. The resulting code, however, is not authentic Java code and is hard to understand and maintain.
Such code additionally has the usual shortcomings of untyped code: it is not type safe.

Solution

Find out what types the variables and method parameters have and put this information into the source
code, using type annotations or comments.

In more detail:

1. Perform a program analysis of your dynamically typed object oriented legacy system.

2. Use the results of the program analysis to determine type information for the program’s variables,
including global and local variables, parameters and return values of methods. Based on this type
information, add type annotations to the program'’s source code.

3. Use these type annotations to understand how your legacy system works or as additional semantic
information to more sophisticated reengineering tools.

This technique is calletype inferencgbecause you infer the type of an object at a certain place in the code
by tracing its way from its creation to the current place.

If we can enrich the code of our example application with type annotations (see figure 13.14) by using the
techniques described below we can easily find an answer to the question we asked abGont&ner

holds points, lines, splines, ..., so it has obviously something to do with some geometrical shapes that make
up a drawing.

We learn from this example that type annotations like those given in figure 13.14 make code much easier
to understand and that they contain valuable information about the inner workings of a system.
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add: anObject
" {Containe} x {Point, Line, Spline,. .} — {}”
contents add: anObject.
anObject draw

Figure 13.14: Methoddd annotated with type information.

Process

Type inference usually can’t be done manually for reasonable large and complex applications. Therefore,
we have to automate the task of computing type information for variables and method signatures.

To implement a tool or other means to get the information, we observe that during the runtime of the
system, type information propagates through the system’s expressions and statements: Upon creation, each
object has a certain type assigned to it, and this type information is spread to all expressions and statements
(including variable and method parameter expressions), that do some operations with the object. Thus, to
infer types for the variables and methods of the system, we need to inspect object creations and the data
flow through the system.

Basically we can do this in two ways: We either can execute the application and collect the type informa-
tion we are interested in during its runtirfdynamic type infereng®r we can use static program analysis
techniquegstatic type inferencep analyse the applications source code and compute how the type infor-
mation flows through the application’s expressions. We will cover both approaches in some more detalil
below.

Dynamic type inference. With dynamic type inference, we modify the application or its runtime envi-
ronment, to have it record the runtime type information for us.

1. Determine the most common execution paths through your program, that is, determine the most
common usage scenarios of your legacy system. In some cases you might be able to use already
existing testing scenarios for this. In other cases, determining these common usage scenarios might
be difficult, especially if you don’t know much about the system.

2. Instrument the code with instructions that record the data flow through your system and that collect
the runtime types of the system’s variablesafR98] describes how to modify the runtime libraries
of a Smalltalk environment to achieve this with only minor changes to the application’s code.

3. Run the system and have it execute the most common usage scenarios you collected in step 1.

4. Use the recorded runtime type information to put type annotations into the source code.

Static type inference. With static type inference, we need a tool that reads in the complete source code

of the application and analyses it to construct a data flow graph. This is done by representing the applica-
tion’s expressions as nodes in the graph, and by modelling the dependencies between them as edges. The
dependencies that are taken into account to construct the data flow graph are given by the following rules:

1. Anassignmenvar := expr generates a data flow from the right hand side expressipn to
the variablevar on the left hand side.

2. Avariable accesgenerates a data flow from the variable being accessed to the surrounding expres-
sion.
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Figure 13.15: Data flow graph.
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Figure 13.16: Data flow across method boundaries

3. A method invocatiogenerates a data flow from the actual argument expressions to the formal argu-
ments of the invoked method, and from the result of the invoked method to the invoking expression.

A data flow graph for a short piece of code is shown in figure 13.15.

For each node the tool then tries to compute the set of classes the corresponding expression can hold
instances of. It starts by determining type information for the program’s literal expressions and object
creation statements (which are represented as source nodes in the graph) and moves that information along
the edges through the graph. Each node then carries the union set of all type information of its predecessors.
In figure 13.15, for example, the node forcarries the type informatiofint, Float}, since it depends on

the type information of the nodes fgrandO.

Some subtle problems arise, whenever method invocations cause data flows across method boundaries (as
given by rule 3). Such a case is shown in figure 13.16.

There are some well proven techniques to allow for an analysis which keeps track of these inter-method data
flows in an efficient and practicable way. One of these is Agesen’s Cross Product Algorites §51°.

5There are other algorithms that also allow the tracking of data flow across method boundaries, for exansp®d [FOxH@ 92],
[PLEV 94], but Agesen’s algorithm is superior to most of these, because it is easy to understand and computes precise type information
in a very efficient way[ASES94].
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The basic idea is to create separate sub graphs for each method and link all those subgraphs together in an
appropriate and efficient way.

After the graph has been complexly built up and all type information has been propagated through it,
the type information associated with the graph’s nodes can be used to annotate the source code of the
application.

Discussion

A problem of using type inference to reveal some information about a legacy system arises from the fact
that we analyse the data flow through an application. To make our approach work, we have to analyse
the complete source code of an executable application (including libraries), or, if we are using dynamic
type inference, we have to execute an adapted version of the system. This might be a problem in some
cases when parts of the source code are not available and/or a runnable version of the system cannot be
produced. Furthermore, frameworks and class libraries cannot be analysed without application code using
or instantiating them. Then, however, the inferred types are only valid in the specialised context of the
particular application.

Static type inference algorithms usually have to overcome some difficulties: static analysis is complex
and the results are often unprecise. Agesen’s static type inference algorithm, as sketched above, addresses
these difficulties in an appropriate wayHowever, since the algorithm is very complicated it is difficult to
implement it in a correct way and produce a reliable tool out of it. This is an issue, if you can’t use one of

the already existing tools (see for example 98]).

However, once a tool for performing such an analysis has been built, it can be used on other reengineering
projects as well and then it quickly pays of its rather high development costs.

Dynamic type inference has serious limitations when being applied to larger systems: You have to ensure
that the most important parts of the system are covered by the analysis in a sufficient way, which might not
be feasible for larger systems if you do not have test cases or usage scenarios available.

Related Reengineering Patterns

Type annotations document the inner workings of a legacy system. We can therefore see type inference as
a technique to improve your knowledge about the legacy system. Thus, this pattern relates with all other
reengineering patterns that describgerse engineering techniqyes. analyses of the source code of
legacy systems to extract additional semantic information and improve the understanding of the systems.

Known Uses

ObjectShare has used type annotations (like those that can be computed by applying this pattern) to docu-
ment large parts of the source code to Yhigualworks Smalltallenvironment. This emphasises that type
annotations are of great help understanding source code.

The GOOSE tool set (and related tools) that support the reengineering of C++ applications by visualis-
ing software structures [[OP 97], checking design heuristics f& 98] and calculating software metrics
[MARI 97] can analyse Smalltalk applications after type inference is used and the source code is enriched
with type annotations.

The University of Stuttgart, Germany, has developed a tool c&8ledlltalk Explorerwhich is used to
explore existing Smalltalk applications. It heavily relies on the type inference algorithm presented here.

A detailed discussion of the algorithm, especially regarding complexity and precision can be fourd &g or in [BAUE 98].
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Type annotations are used to allow for an easy navigation through unknown Smalltalk code by documenting
which classes are manipulating which other classes and by introducing hyperlinks between 8&m][L

The type inference algorithm is also used to facilitate a mostly automatic translation of dynamically typed
Smalltalk applications into statically typed Java applicationsyB98]. Since most of Smalltalk’s con-

cepts can be mapped upon suitable Java concepts the most prominent issue is to infer appropriate static
types for the resulting Java code. This is done by computing type annotations (as described above) and
transforming them into type declarations. In more detail, to map a type annotation to a type declaration, a
class must be found (or created by refactorings), that is a common abstraction to all classes included in the
type annotation.
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Chapter 14

Tool support for reengineering

Author(s): S. Tichelaar and S. Demeyer

To be able to reengineer a legacy system successfully, tool support is needed. Tools help to cope with the
vast amount of information normally found in legacy systems. They can provide a developer with different
views on a system, point him to possible problems in the code, and help improve the software accordingly.

Within the FAMOOS project we have built tool prototypes to support us - and eventually developers - in
performing reengineering tasks such as visualisation, metrics, heuristics and system reorganisation. All
these tool prototypes have been tested extensively on the case studies of the industrial partners.

The tools presented in this part of the handbook are only the most mature tool prototypes developed in the
FAMOOS project. The chapters contain descriptions of the functionality and scenarios how to apply the
tools to solve reengineering problems.

e AUDIT-RE (chapter 15, p. 221)This tool integrates functionality developed in the FAMOOS
project in the software quality assessment tool Concerto2/Audit.

e GOOSE (chapter 16, p. 225)A tool providing automated support for problem detection.
e DurLOC (chapter 17, p. 235)A tool for detecting duplicated code.

e CODECRAWLER (chapter 18, p. 241)A tool that supports reverse engineering of large object-
oriented projects by combining visualisation with metrics.

o Nokia Reengineering Environment (chapter 19, p. 249\ tool environmentthat integrates parsers,
visualisation and metrics tools. It assists in the application of re-engineering methodology and auto-
mates basic and more repetitive operations.

To allow for integration of the different tools and to reuse tools for the different implementation languages
of the case studies, the FAMIX model has been developed to support the exchange of information about
object-oriented systems between tools (see also section 14.1). Within the FAMOOS project we are cur-
rently using this exchange model together with its representation in CDIF in our reengineering tool proto-
types. Prototypes written in different languages work on sources written in different languages.

In the following section the FAMIX model is presented in more detail, and in the following chapters the
different FAMOOS tool prototypes are presented.
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14.1 The FAMIX Model

As legacy systems are written in different implementation languagesA@a, Smalltalk and even Java),

the tool prototypes need to be able to work with all of those languages. Therefore, we have developed a
language-independent model for information exchange between reengineering tools, called the FAMOOS
Information Exchange Model (FAMIX) [EME 98b]. The FAMIX model provides for a language-independent
representation of object-oriented sources and contains the required information for the reengineering tasks
performed by our present tools. However, since we cannot know in advance all information that might be
needed in future tools, and since for some reengineering problems tools might need to work with language-
specific information (e.g. to analyse include hierarchies-i), e FAMIX model must be extendible.
Therefore, we allow for language plug-ins that extend the model with language-specific items. Secondly,
we allow tool plug-ins to extend the model so tools can, for instance, store analysis results or layout infor-
mation for graphs. Note that these plug-ins should not break language-independents tools.

Figure 14.1 shows schematically the use of the FAMIX model: the tools analysing the different languages
and exchanging information with each other via FAMIX, possibly extended with language and tool plug-
ins.

LANGUAGES PROTOTYPES
C++ \ Grouping
Java —] FAMIX Model | Metrics
Ada Heuristics

Language &
Tool Plug-ins

Smalltalk Reorganisation

Figure 14.1: Concept of the FAMIX model

Using this model we don'’t have to equip all of the tools with parsing technology for all of the implemen-
tation languages. Next to that, the FAMIX model allows for exchange of information between the tools
themselves. To exchange actual information, i.e. source code expressed in our model, we use the CDIF
standard for information exchangedp@m 94].

The question may arise why we have defined our own model rather than extending an existing one such as
UML. This issue is extensively discussed ingRE 99d].

14.1.1 The Core Model

The core model specifies the entities and relations that are extracted immediately from source code (see
figure 14.2).

The core model consists of the main OO entities, namely Class, Method, Attribute and InheritanceDefini-
tion. In addition there are two associations, Invocation and Access. An Invocation represents the definition
of a Method calling another Method and an Access represents a Method accessing an Attribute. These
abstractions are needed for reengineering tasks such as dependency analysis, metrics computation and
reorganisation operations. Typical questions we need answers for are: "are entities strongly coupled?”,
"which methods are never invoked?”, "I change this method. Where do | need to change the invocations on
this method?”. The complete model consists of more information, i.e. more entities such as functions and
formal parameters, and attributes for every entity, containing information about that entity. The complete
specification of the model can be found ingRE 98Db].
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Figure 14.2: Core of the FAMIX model

14.1.2 CDIF Transfer Format

We have adopted CDIF [@uM 94] as the basis for the actual exchange of information using the FAMIX
model. CDIF is an industrial standard for transferring models created with different tools. We have chosen
CDIF as it perfectly matches the requirements we have for the representation of FAMIX-based information:

e Easy to generate by available parsing technol&jgyce we cannot wait for future developments, we
must use parsers available today, keeping an eye on short-term evolution.

e Simple to procesés the exchange format will be fed into a wide variety of tool prototypes, the
format itself should be quite easy to convert into the internal data structures of those prototypes. On
top of that, processing by "standard” file utilities (e.g, grep, sed) and scripting languages (i.e., perl,
python) must be easy since they may be necessary to cope with format mismatches.

e Convenient for querying large portion of reengineering is devoted to the search for information.
The representation should be chosen so that it may easily be transformed into an input-stream for
guerying tools (e.g., spreadsheets and databases).

¢ Human readabl@he exchange formatis used by (sometimes buggy) prototypes. To ease debugging,
the format itself should be readable by humans. Especially, references between entities should be by
meaningful names rather than by identifiers which bear no semantics.

¢ Allows combination with information from other souro&lhough most of the data model will be
extracted from source code, we expect that other sources can provide input as well. In particular
CASE tools like TDE or Rational/Rose are likely source candidates that, for instance, want to store
and exchange design information. Thus, the representation should allow for merging information
from other sources. Note that just like with the "human readable” requirement this implies that
references between entities should be by meaningful names rather than by identifiers which bear no
semantics.

e Supportsindustry standar@nce the tool prototypes must be used within an industrial context, they
must integrate with whatever tools already in use. Ad hoc exchange formats (even when they can be
translated with scripts) hinder such integration. When available, the representation should favour an
industry standard.
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Chapter 15
Audit-RE: a re-engineering tool

Author: Anne-Marie Sassen

During the FAMOOQS project several tool prototypes have been developed. The aim of the prototypes was
to test a certain functionality quickly. Therefore the effort spent to make them robust and easy to use was
minimal. In order to solve this drawback, the best functionality of the prototypes has now been integrated or
re-implemented in the software quality assessment tool Concerto2/Audit of Sema Group. The new toolset
is called Audit-RE, and has the following functionality:

15.1 Robust parsing

Often, the only reliable documentation of a legacy system is the source code itself. The quality of the parser
of the re-engineering tool is therefore of utmost importance. Pieces of code that are not parsed correctly
cannot be re-engineered. Although parsing is a problem which seems to have been solved a long time ago,
in practice many problems remain. During the case studies of FAMOOS, several parsers have been tried,
and the consortium has agreed on the fact that the TableGen parser is very powerful. It parsed without any
problem several legacy systems, among others, an embedded system in C++ of more than 1 million lines
of code. Therefore, we have integrated TableGen into Audit-RE. Currently, TableGen parses only C++
programs. The TableGen parser saves relevant data about the sources in tables, and as a FAMIX/CDIF
file. Information is stored about classes, methods, variables (attributes and others), accesses of variables,
and method invocations, i.e. about all the entities of the FAMIX core model (see section 14.1). The tables
can later be queried by programs written in the CQL-language, a dialect of the SQL query language. The
FAMIX/CDIF file may be used to transfer information to other tools.

15.2 Automatic detection of violations of 'best-practice’ heuristics

The best problem detection heuristics of the tool prototype Goose (see chapter 16) are implemented. This
means that it is automatically checked whether the legacy program violates the principles stated in 'best
practice’ rules of a software design. The following rules are supported:

Remove unused components of a class

Base classes should not know anything about their derived classes
Avoid inheritance to achieve code reuse

Avoid multiple inheritance

Do not turn an operation into a class.
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15.3 Object-Oriented Metrics

While working on the case studies many existing object-oriented metrics have been evaluated. The ones
which seemed the most promising with respect to detecting problems in legacy code have been imple-
mented in Audit-RE. These are:

Lines of Code (LOC (p. 22)): Measures the complexity of a piece of source code by counting the lines.
Depth in Inheritance Tree (DIT (p. 26)): Measures the depth of a class in the system’s inheritance tree.
Number of Children (NOC (p. 26)): Counts the number of children (direct subclasses) of a class.
Number of Methods (NOM (p. 24)): Counts the number of methods in a class.

Number of DescendantslOD (p. 26)): Counts the number of descendants (direct and indirect subclasses)
of a class.

Response Set for a ClasdRSQ: Measures complexity and coupling properties of a class by evaluating
the size of the response set of the class, i.e. how many methods (local to the class and methods from
other classes) can be potentially invoked by invoking methods from the class.

Tight Class Cohesion TCC (p. 25)): Measures the cohesion of a class as the relative number of directly
connected methods. (Methods are considered to be connected when they use common instance
variables.)

Change Dependency Between ClasseSHBC (p. 276)): Determines the potential amount of follow-up
work to be done in a client class when the server class is being modified, by counting the number of
methods in the client class that might need to be changed because of a change in the server class.

Data Abstraction Coupling (DAC (p. 24)): Measures coupling between classes as given by the declara-
tion of complex attributes, i.e. attributes that have another class of the system as a type.

Weighted Method Count (WMC (p. 23)): Measures the complexity of a class by adding up the complex-
ities of the methods defined in the class. The complexity measurement of a method is the McCabe
cyclomatic complexity.

Reuse of AncestorsRA): Measures how much of a class is reused from one of its superclasses.

15.4 Different views on the source code

Audit-RE provides several different, but synchronised views of the source code. The Application View
supplies the list of files being parsed, the Module View displays the source code, the Query View shows
the results of queries about the source code, and the Graphical View shows the different relations that exist
between parts of the source code in a graphical way. All these views are synchronised: the selection of an
item in a view will immediately update the corresponding parts in the other views. These views provide

a good basis for browsing the code, and understanding the relations between the different objects, and the
outcome of certain metrics and heuristics.

15.5 Example of the use of Audit-RE

The figure 15.1 shows a screen shot of Audit-RE. In the lower left hand side corner, we see the Query
view. We have selected the metric 'Data Abstraction Coupling (DAC)’. This metric measures the coupling
of a certain class with other classes. The central control classes of an application will normally have a
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(relatively) high coupling with other classes. It is however undesirable to have classes with a high coupling
which are not central classes. To detect the central control classes of an application, the Weighted Method
Count (WMC) metric may be used as well. This metric measures the sum of the complexity of each method
of a class. Classes with the highest WMC are usually the central classes of an application.

In the case studies we observed that all classes which have a high value for DAC, but which not have a
high value for WMC, are candidate classes for improvement. These candidates are not the central control
classes of the program, but they do have many dependencies with other classes. In the upper right hand
side corner we see all these candidate classes with their parents and children, and the inheritance relations
among them. If we click on a node in this filtered inheritance graph, we can inspect the implementation of
that class in the Module view. This is shown in the lower right hand side corner of the picture.
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Figure 15.1: A screen shot of Audit-RE
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15.6 Audit-RE and the reverse engineering and re-engineering pat-
terns

How Audit-RE support the reverse engineering and re-engineering patterns mentioned in this book is ex-
plained in the following:

READ ALL THE CODE IN ONE HOUR (p. 111) The objective of this pattern is to make an initial evalua-
tion of the software by walking through its code in a limited amount of time. Audit-RE supports this
pattern by offering a good source code browser, integrated with an inheritance hierarchy browser.

GUEsSsSOBJECTS(p. 123) The objective of this pattern is to progressively refine a model of a software
system. Audit-RE supports this pattern by a metric called Weighted Method Count (WMC). During
the various case studies of FAMOOS, we observed the fact that the outliers of this metric are the cen-
tral, main control, classes of the project. They therefore offer a good starting point to progressively
discover the model of the software system.

INSPECT THELARGEST(p. 131) The objective of this pattern is to identify important functionality by
looking at large constructs. Audit- RE supports this pattern by the metric'NOM’ (Number of Meth-
ods). This gives all classes ordered with respect to their number of methods, and by clicking on the
classes with a high NOM, it is possible to view their implementation. Other counting metrics such
as Number of Lines are also available.

VISUALIZE THE STRUCTURE(p. 138) The objective of the pattern is to obtain an overview of the soft-
ware system’s structure by means of well- known visualisations. In Audit-RE, several visualisations
are supported.

TYPE CHECK ELIMINATION IN CLIENTS (p. 177) To detect single provider classes being used to imple-
ment what are conceptually a set of related types, we discovered during a case study that a good
starting point will be the analysis of classes that gather much complexity in a few methods. These
are classes with a high ratio of WMC (Weighted Method Count) and NOM (Number of Methods).
This metric is provided by Audit-RE.

DISTRIBUTE RESPONSIBILITIES(p. 203) The objective of this pattern is to distribute the responsibilities
equally among the classes of an object-oriented system to prevent large classes, which are hard
to maintain and to reuse. Classes which have too many responsibilities can often be detected by
applying the following guidelines (and their corresponding metrics):

e The largest classes in the system. As explained before (tool supporufes BDBJECTY,
these can be discovered by the Weighted Method Count metric, implemented in Audit-RE.

¢ Classes that use many other classes. These may be found by applying the metric 'Data abstrac-
tion Coupling’, because this metric counts the coupling between a class A and other classes.

e The classes with a low cohesion, because these are classes which are used for different pur-
poses. These may be found by applying the metric 'Tight Class Cohesion’.



Chapter 16

The GOOSE Tool-Set

Author(s): Oliver Ciupke and Markus Bauer

The ability to reengineer object oriented legacy systems and transform them into more flexible and extensi-
ble systems has become a matter of vital interest in today’s software industry. Most reengineering projects
however, are carried through in an unstructured and unfocused way, because methodology and tool support
for such projects is poor.

During the FAMOOS project we have therefore developed methodologies and tool prototypes to show how
this situation can be improved. This document describes one of these prototypesidbet@ol-set.

16.1 The Problem

The size and complexity of modern object-oriented software systems makes reengineering tasks very dif-
ficult and costly: Before we can start any reengineering work on such systems, we have to understand
their basic structure, how the different parts of the system work together, and what parts of the system
should be reorganised and improved. However, for today’s large systems we cannot gain that knowledge
by just browsing through the system’s source code. Instead, we need sophisticated tools that ease the task
of getting a basic understanding of the system and that help us to focus our reengineering activities to the
important parts of a system.

16.2 Principles and Tools

GoosEis an experimental tool-set which was build to explore what kind of tool support is helpful for
reengineering large C++ software systems. It focuses omtiael captureandproblem detectiophases
(see section 1.3) in a reengineering project. In particular, it features the following reengineering techniques:
e visualisation and grouping of software structures
e dependency analyses between different parts of the system
e automated checking of design heuristics

e metrics calculations

A reengineering session with@®seusually consists of several steps.
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1. Analyse the system’s source code and build up a design dataBafere working with ®0OSE
a design database is build up by analysing the system’s source code. This design database holds
information about all kinds of source code entities typically found in object-oriented systems and
relationships among them. For example, it stan@ssystem, class, methaxdattribute entities, and
relations likeinheritsFrom hasMethoghasAttribute callsMethod acessesVariable... Basically,
this database contains the same information as AveX~model, see 14.1.

Although Goosesupports different source code analysers (frontendsjatilegenanalyser, which
is shipped with @0sE is preferred for C++ systems.

2. Visualise the design informatiorAfter the database has been built up usialglegen we can use
it to visualise the structure of the system in manifold ways by converting its information into graph
formats. These graph representations of the system can then be viewed with various graph editors
and layout tools. @osErelies on the freely available third party graph visual@eaphletfor this
purpose.

Graphical representations of a legacy system have proved very useful to get a basic understanding of
the system and to find out, how different parts of the system work together. Sections 16.3.1, 16.3.2
and 16.3.3 provide some examples on how to use visualisations of the system for reengineering
purposes.

3. Query the database usiférOLOG in order to check design guideline&00SEs design database
contains the most important design information about a system. By converting this information into
PrRoLOG facts, we can evaluate the design of the system usk@LBG queries. In section 16.3.4
we describe, how this feature ofd®sEcan be used to check violations of certain design guidelines.

4. Apply abstractions to the databas®ince most object-oriented systems are very large, abstractions
should be applied to the databaseo@SE provides theeViewtool for that purpose. UsingeView
we can filter out unrelevant parts of the database and and group source code entities into more abstract
entities in order to get a clearer view on the system’s structure (see sectiore¥i8jyvalso features
some basic metric calculations (see section 2.1) for an introduction on how to use metrics during
reengineering projects). Even more metrics can be applied by usifguthie REenvironment (see
section 15). For that purposep@sEprovides an interface taudit-RE

Figure 16.1 gives an overview on these functionalities and how they relate together.

16.3 Usage Scenarios

In this section, we describe in some scenarios how we can analyse a legacy systemacig) These
scenarios are based upon our experiences in various case studies during the FAMOOS project.

16.3.1 Get an Overview on the System’s Architecture

When starting work on a reengineering project, we often want to get an overview on the system’s structure.
(Frequently reengineering projects are done by software engineers who where not involved in the initial

development of the system, therefore they do not have much knowledge about its structure and its inner
workings.)

To get an overview over the legacy system, we @sgphletto visualise ®@0SEs design database. Figure
16.2 shows such a visualisation of a large C++ system that visualisation, we have usedbGSEto

1All examples in the next few sections come from an industrial case study. Due to non-disclosure agreements we have changed
the names of the system’s subsystems and classes. Apart from this, we have not changed anything else in these examples. Therefore,
they represent authentic reengineering situations.
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Figure 16.1: The GosEtool-set

simplify the database using filtering and grouping techniques. The entities of the system (classes and
methods) have been collaps@giouped)into subsystem nodes (as defined by the directory structure of

the system’s source code — each directory in the source code tree is considered to represent a subsystem).
Thus, the visualisation shows the subsystem dependency graph of the system. A (directed) edge between
two subsystem nodes in the graph indicates that classes (or methods) of one subsystem depend on (or use)
classes (or methods) in the other subsystem.

From that visualisation of the system’s architecture we can learn, that the system is implemented in four
layers.

16.3.2 Check Dependencies

Usually, once we have found out what basic architecture the system has, we are interested if there are spots
in the system where this architecture is not respected. To continue our example from section 16.3.1, we
assume that the following two principles apply to our legacy system:

1. The system is organised in layers (we discovered that in section 16.3.1). Upper layers (denoted with
higher numbers in figure 16.2) implement their functionality by using lower layers (lower numbers),
however, lower layershould notaccess upper layers.

2. The system actually consists of two parts: The first part is a framework (which might be used in
other systems as well), the second part contains product specific code, i.e. code that instantiates the
framework and implements a product by using the framework. It should be clear, that framework
codeshould notdepend on product specific parts. (In figure 16.2, framework parts are denoted with
the suffixFW, product specific parts have the suffiroduct)

With GOOSE we can search violations to these two principles. Figure 16.3 shows a visualisation of this:
we have filtered out all dependencies except for those violating the principles. As we can see, there are
some cases, where lower layers access upper layers. For exaay#el/Productacesd ayer3/Product
Additionally, there are some framework parts depending on product specific parts. In lowest layer of the
system, layer 1, for exampleayerl/FWdepends ohayerl/Product
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Figure 16.2: Visualisation of the system'’s architecture

To investigate this issue a little bit further, we can use a more detailed visualisation. Figure 16.4 shows
the Layerl/FWand theLayerl/Productsubsystems at a class level: nodes represent classes of the two
subsystems (product specific classes are dark, framework classes have white colour), edges either mean
that a class belongs to a subsystem (radial edges, leaving frobayeel/FW Layerl/Productodes),

or inheritance relationships. A closer look at the inheritance edges reveals, that some framework classes
inherit from product specific classes.

This may cause a lot of problems, since such a dependency is counter-intuitive to most design styles.
Now, that GosEehelped us to find these spots, we can look into the source code of the affected classes
and maybe improve the code in order to make it more understandable and conform to the architecture’s
principles.

16.3.3 Verify a Subsystem Structure

Often, we are interested to know how well a subsystem structure is thought out. Usually, a subsystem
structure can be considered as well designed if claisside a subsystem are significantly related (i.e.

there are some dependencies between them), and if there are not to many dependencies between classes in
differentsubsystems.

To verify, whether a subsystem adheres to this rule, we can use visualisations. Figure 16.5 shows a subsys-
tem structure consisting of three subsystems.

Again, nodes represent classes, edges represent relationships between classes. Classes are colored accord-
ing to the subsystem they belong to: white, gray and dark. The graph has been layoutedgjsing a
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Figure 16.3: Violations of the system’s architectural principles

layout This means, that nodes are grouped together as if the edges where springs (or rubber bands), pulling
the neighbour nodes of a node back to the node against some natural force that tries to keep them away.
As we can see, the layout algorithm nicely groups the classes of each subsystem together. We note, that
this is mainly due to the radial subsystem containment edges, which denote which classes belong to which
subsystem. (Like in section 16.3.1, the subsystem structure has been derived from the directory structure
of the system’s source code.)

We now remove those artificial subsystem containment edges (remember, classes have been placed into the
subsystems, or source directories, by the developers and we want to verify if they were correct in doing so)
and apply the spring layout algorithm again to that structure. Figure 16.6 shows the result. We can still see
that the classes are again mostly grouped according to their subsystems — very dark classes are more at the
bottom part of the graph, most of the white classes can be found somewhere in the middle, and the gray
shaded classes are in the upper part of the figure. However, we can see, that especially some of the very
dark and some of the white classes have “escaped” into other subsystems.

When reengineering the system, we should consider (after carefully looking at the source code) to move
these classes into the subsystems they “escaped” to.

16.3.4 Search for Violations of "Good” OO Design

One of the most time consuming tasks during reengineering is findingvloeitethe system has to be
changed andvhat kindchanges are needed in order to achieve a more flexible and extensible software
structure. We can ease this task by searching for violations of certain design guidelme9fR
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Figure 16.5: Verify a subsystem structure — step 1

Design guidelines (or heuristics) make a statement about good design — a violation of such a guideline may
indicate a design problem. The following example shows a typical design guideline.
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Figure 16.6: Verify a subsystem structure — step 2

“Derived classes must have knowledge of their base class by definition, but base classes should
not know anything about their derived classes.THR96]

If base classes depend on their descendants, then these descendants cannot be altered independently of
their ancestors. But exactly this is often needed during the evolution of an object-oriented system. Thus, a
violation of this guideline points to a spot in a software system that is hard to change or maintain.

GoosEbe used to check this guideline automatically. To do this, the rule must be formaliseckas ad
query, which can then be used against tirBPOG representation of GOSEs design database. Figure
16.7 shows a possible PROLOG formalisation of the design guideline introduced above.

After running this formalised PROLOG queryp®sEprints out all occurrences in the system that violate

the design guideline. Additionally, offending classes can be highlighted in a visualisation view. To give an
example, figure 16.8 displays a class structure from the publically avattibte application framework

(see [WEIN 89]), that violates our design guideline. The figure shows the offending classes as nodes in the
graph. Dark arrows represent inheritance relationships between these classes, light arrows the existence of
method calls between methods of these classes. Clagser inherits fromVObject directly and from
EvtHandler transitively. BothEvtHandler andVObject contain calls to a method @lipper

This means that changes®@ipper may requireEvtHandler andVObject to be changed as well.

Both can be found at a high position in the inheritance hierarchy, where changes affect many further
classes in turn: Figure 16.9 illustrates, that a lot of classes (more than 370) depErtHamdler
andVObject . We can conclude that this structure is problematic, since a single change in a subclass
results in unexpected changes in some of its superclasses, and these changes, in turn, affect almost the
whole system.

A possible reorganisation which could simplify this situation would be to introduce abstract base-classes
or migrating methods or attributes between classes. Which of the solutions are suitable depends on the
overall structure and on the particular goals and requirements when reengineering a specific system.
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% Base classes should not have knowledge about their descendants
knowsOfDerived (Class, DerivedClass) :-
% Both Class and DerivedClass must be classes
class (Class), class (DerivedClass),
% DerivedClass is a direct or transitive descendant of Class
trans (inheritsFrom, DerivedClass, Class),
% The base class knows its heir
knows (Class, DerivedClass).

% A class '’knows’ another class, if
knows (Classl, Class2) :-
% it inherits from that class, or
class (Classl), class (Class2),
inheritsFrom (Classl, Class2);
% it has an attribute of that type, or
hasAttribute (Classl, Attr), hasType(Attr, Class2);
% it has a method which returns an object of that type, or
hasMethod (Classl, Methl), returns (Methl, Class2);
% it has a method which calls a method of that class, or
hasMethod (Classl, Methl), calls (Methl, Meth2),
hasMethod (Class2, Meth2);
% it has a method containing a parameter with type of that class.
hasType(Param, Class2).

Figure 16.7: Formalisation of the design rule in Prolog

EvtHandler

Figure 16.8: A class structure from ET++ violates the design guideline

To make the automated checking of design heuristics more practicabtes &omes with a set of readily
applicable, formalised guidelines. Our experiences have shown that most of these guidelines produce very
helpful results. @osEeoften pointed us to real problems in legacy systems, and by fixing them, we were
able to improve the system significantly.

16.3.5 Use Metrics to Quantify Results

There are manifold ways to use object-oriented software metrics during reengineering projects. To support
this, GoosEeprovides an interface to theudit-REenvironment. An introduction on how to use metrics in
reengineering projects can be found in 2.1.

To continue the example from section 16.3.4, we use the complexity 'WetvI€ (see page 23) and the
coupling metricDAC (see page 24) to underpin the observation we made there: Changes to the class
Clipper in ET++ are considered harmful. As we have already noticed above, such changes may require
changes iVObject as well. TheWMC metric, however, shows th&tObject is one of the complexest
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Figure 16.9: The detected problem affects lots of classes

| wmc | DAC |
VObject 148 17

Avg. value (system-wide)| 27.5 5.9
Max. value (system-wide 223 29

Figure 16.10WMG andDAC measurements f@&T++'s VObject

classes ireT++, and theDAC metric shows, tha¥Object s tightly coupled with the rest of the system.
(Figure 16.10 contains the corresponding measurements,Wid-values indicate a high complexity

of a class, higtDAC-values a tight coupling with the rest of the system.) This means that if we would
like to changeClipper , we would probably have to understavi®bject , which is difficult because of

its complexity and its tight coupling with other classes. Knowing about this fact is important — we now
have a feeling on how much effort we have to spend to safely apply chan@dipper , or Vobject
respectively.

16.4 Implementation Information

GoosEwas intended to be a prototype to evaluate different reengineering techniques and to investigate,
how these engineering techniques can be supported by a tool. Therefoose® implemented in a
very extensible way: GOSEconsists of simple, command-line driven tools. Each tool implements one

single, specific functionality. This way, each tool can easily be replaced by an improved version. The most
important tools shipped with Goseare:

e Tablegento analyse the source code and build up tteoGEdesign database.



234 The GOOSE Tool-Set(by O. Ciupke and M. Bauer)

e Conversion scriptsto convert the @osE design database into different formats. Such tools are
needed, for example, to convert theoGsE database to th&ML-format, which is used by the
visualisation toolGraphlet or to convert it into ROLOG facts for automatic problem detection and
checking design heuristics.

e reView to manipulate the Gosedatabase (grouping and filtering).

Most tools have been developed using Bl scripting languagetablegenand reView, however, are
implemented in C++.

To run, GoosErequires two additional third party tools:

e Graphlet to visualise the systentsraphletis a graph editor and layout tool. It is freely available
from the University of Passau

e A PROLOG system. ®OSE usesECLIPSE, but GoosE can probably adapted to other®LOG
systems as well.

As of today, G@osErequires theSUN Solaris/SPARGperating system to run.

Since GOSE consists of single, command-line based tools, it requires some training on the user’s part.
Experiences with a Unix-like operating system are recommended. However, there are recently efforts
to improve the usability of ®0ose Most of the tools have been glued together by a makefile driven
mechanism, which automates the most common tasks that ahve to be executed during a reengineering
session with ®0sE Further improvements are expected, asdSEis being extended by a graphical user
interface.

16.5 Contact Information

Gooskehas been implemented at the Forschungszentrum Informatik (FZI), Karlsruhe. The first version of
GoosEkhas been implemented by HolgeaiBand Oliver Ciupke — various other authors have extended it
and contributed new tools.

Further information and a current version obGsecan be obtained from Oliver Ciupkeiupke @fzi.de
or http://www.fzi.de/ prost.html.

2seehttp://www.uni-passau.de/ Graphlet
3seehttp://www.ie.utoronto.ca/ EIL/ ECLiPSe/ eclipse.html



Chapter 17

DUPLOC

Author: Matthias Rieger

Duplicated code is an ubiquitous phenomenon which entails copied errors, software that is hard to change
and unnecessary code bloat. Detecting duplicated code is a reverse engineering task desperately in need
of tool support since withow priori knowledge about the loci of duplication, detecting code duplication

is tantamount to finding the needle in the haystackpDoc is a tool which helps in the visualisation of

code duplication and provides the data for statistical analysis of the duplication.

17.1 Problem

Code duplication happens all the time. Every developer now and then clones pieces of software. When

encountering a familiar problem that one has (seen) solved before, it is a normal reflex to reuse the existing

code. However, the time to abstract and generalise the existing solution so that one implementation fits the

old andthe new context, is often missing because of deadline pressure. Thus the code is copied, pasted and
altered slightly until it fits.

Software that lacks the property ‘tdverything is said once and only oncés generally harder to change,
because for every piece of code that is changed, all the clones must probably be changed as well. Where
this “just” brings more work to the maintainer, the problem of errors that are copied along with the code

is more dangerous. Fixing the error in one place then does not mean that the error has been exterminated
from the entire system until one has found and fixed all the clones.

17.2 Principle and Tool

Duplication Detection Since any part of source code can be copied, we cannot search for specific pro-
gram clictes but rather have to deduce them from the input itself by comparing every line with every other
line of the system. This comparison produces an enormous amount of data which can be represented in a
two-dimensional matrix. Each cell of the matrix stands for a comparison between two lines of code and
contains a value unless the two lines did not matcBl[FH95]. The next step is then to find zones of interest

in the matrix. The matrix can be examined using either an automatic or an exploratory approach:

Automatic Examination: A tool searches for some known configurations of dots in the matrix and de-
livers a report of the instances that were found. This approach finds interesting spots automatically
which is convenient and efficient for large systems. The objects of the automated search can range
from simple diagonals with holes like in the example Figure 13).10 dot clusters found using
statistical methods.
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Visual Exploration: Using a tool that displays the comparison matrices graphically, the engineer browses
through the matrix, zooms in on interesting spots, and, by clicking on the dots, examines the source
code that belongs to a certain match. This exploratory approach and can lead to unexpected findings
(see the examples in [HF 95]).
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Figure 17.1: Different Configurations of Dots.

Some interesting configurations formed by the dots in the matrices are the following:

e diagonals of dots indicate copied sequences of source code (see Figure 17.1 a)).

e sequences that have holes in them indicate that a portion of a copied sequences has been changed
(see Figure 17.1 b)).

¢ broken sequences with parts shifted to the right or left indicate that a new portion of code has been
inserted or deleted (see Figure 17.1 c)).

e rectangular configurations indicate periodic occurrences of the same code. An exampleesakhe
at the end of the individuadases in a C/C+ switch statement or recurring preprocessor commands
like #ifdef SOME_CONDITION (see Figure 17.1 d)).
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Language Dependence Code duplication detection tools in general transform source code into some
intermediate format upon which the comparison algorithm works. These code transformations usually
seek to hide code elements which were most likely changed during the copy&paste editing. For example,
to catch duplicated code where identifiers have been renamed for the new context, the code transformation

replaces identifiers with a generic name, &g.

The formats range from tokenized textsqlB 95] to abstract syntax trees ABT 98] to tuples of metric

values [MAYR 96b]. All these sophisticated transformations require some form of parsing or at least lexical
scanning of the source code. Since in practice it can be difficult to find a parser for the language—or even
for the languagelialect—at hand [B\XT 98], the application of a parser-based approach is sometimes

hindered.

17.3 The tool

The DupPLOC tool compares source code line—by-line and displays a two-dimensional comparison matrix.

17.3.1 Features

DupLoOC reads source code lines and, by removing comments and white space, generates a “normal form”-
representation of a line. These lines are then compared using a simple string matching algovituocD

offers a clickable matrix which allows the user to look at the source code that produced the match as shown
in Figure 17.2. prLoc offers the possibility to remove noise from the matrix by 'deleting’ lines that do

not seem interesting, e.g. tpeblic: or private: specifiers in € class declarations. MoreoverubLOC

offers a batch mode which permits to search for duplicated code off line. A reportfile, cafleg & then
generated which lists all the occurrences of duplicated code in the system.
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Figure 17.2: The DpLOC main window and a source code viewer

17.3.2 Evaluation

The tool evaluates favourably according to the following requirements which were formulated for re-
engineering tools in [AIN 96], [LANG 95]:
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Exploratory. The visual presentation of the duplicated code allows the user to detect structures or
configurations of dots that are unknown or new. The tool does not impose a certain view on the data,
making unexpected findings possible.

Browsing views. The tool allows one to look at the whole system or at specific parts (files) of it.
Scrolling and zooming support is provided.

Language independerue to the simplicity of the comparison algorithm (string matching), we do
not depend on parsers for a specific language.

Forgiving. The comparison is not based on source text that has been parsed, so there can be any
number of syntax errors in it which do not break the algorithm.

CompleteThemapgives us an overview of the structure of code duplication that occurs in a system
as a whole.

Configurable.The comparison algorithm is easily exchanged. The matrix display can be enhanced
giving different grey— or colour—values to the individual dots to show the percentage of a fuzzy
match. It is then also possible to visualise another data dimension. This could be used, for example,
to identify different kinds of statements.

The drawbacks of the approach can be summarised as follows:

e Detection Only. The tool can help in detecting occurrences of duplicated code. It does not help

to actually decide what should be done with the code, e.g. if it should be left untouched or be re-
factored. The automatisation of this step will always be restricted to very few, unambiguous cases.

e Syntactic levelThe tool compares only syntactic elements of the program. This implies that it does

not discover duplicatefilinctionality.

e Comparison AlgorithmUsing a simple comparison mechanism like string matching, code parts that

were slightly changed will not be recognised. Other algorithms can compute fuzzy match values.

17.3.3 Outlook

Some features that WPLOC does not yet have, but are desirable for code duplication detection, are the
following:

e detection of parameterised matches, e.g. duplications where names of variables have been system-

atically altered. Duplicated code with this property is a candidate for refactoring into a function.
Parsing facilities for the language supported must be available.

¢ interpretation of dot configurations to detect meaningful ones. Ideally, a specific dot configuration

should be interpretable as a hint at what kind of reengineering procedure should be applied.

17.4 Implementation Information

DupLocC isimplemented in BALLTALK and runs on version 2.5 and 3.0 ofSWALWORKS. This makes
the tool platform independent (it runs on UNIX, Mac and Windows platformsypDbC is integrated
with the the MSUALWORKS framework and the Evy development environment, making it possible to
directly compare 8ALLTALK classes or Evy applications.
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17.5 Contact information

DupLocC is being developed by Matthias Rieger as part of a PhD work in the Software Composition Group
atthe University of Berne. DpLOC is freely available under the GNU Public Licenséhtp:://www.iam.unibe.ch/
~scg/ Archive/ Software/ Duploc . The author can be contacted@ger@iam.unibe.ch .
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Chapter 18

CodeCrawler

Author(s): Michele Lanza and Stephane Ducasse

CODECRAWLER is a tool that supports reverse engineering of large object-oriented projects. It combines
the immediate appeal of visualisations with the scalability of metrics. Furthermore, it allows the user to
tailor what information is presented as well as how it is presented.

18.1 Problem

The reverse engineering of large object-oriented legacy systems benefits greatly from an approach provid-
ing a fast overview and focusing on the problematic parts. Among the various approaches that exist today,
two are particularly interesting for large scale reverse engineering. Gmredgsam visualisationoften

applied because good visual displays allow the human brain to study multiple aspects of complex problems
in parallel [CoNs 92], [KLEY 88], [LAMP 95], [MU 86], [Pauw 93], [JERD 97], [SAND 96], [STOR 95],

[Sual 81], [CROS98], [BALL 96], [JERD 97]. Another ismetrics because metrics are known to scale up

well [DEME 99a], [KONT 97], [LEWE 98a],[LORE 94],[MARI 98].

We propose an tool encompassing both graph visualisation and metrics combined in a simple approach
where (a) the graph layout is very simple and (b) the extracted metrics are straight forward to compute.
Indeed, our goal is to identify useful combinations of graphs and metrics that can be easily reproduceable
by reverse engineers using a scriptable reengineering tool-set.

18.2 Principle and Tool

Combining Graph and Metrics. We enrich a simple graph like tree, boxes one besides the other, with
metric information of the object-oriented entities it represents. In a two-dimensional graph we render up
to five metrics on a single node at the same time. For a more in-depth discussion of this topic please read
Section 2.2.4.

1. Node Size The width and height of a node can render two measurements. This means that the wider
and the higher the node, the bigger the measurements its size is reflecting.

2. Node Position The X and Y coordinates of the position of the node reflect two metric measurements.
This requires the presence of an absolute origin within a fixed coordinate system. Note that not all
layouts exploit this dimension.

1This is often phrased as "One picture conveys a thousand words”.
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3. Node Colour. We use the colour interval between white and black to display yet another measure-
ment. The higher the value tidarker the node is. Thus light gray representsmaller metric
measurement than dark gray.
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Figure 18.1: Inheritance Tree; node width = NIV, node height = NOM and colour = NCV.

lllustration. As an example Figure 18.1 shows an inheritance tree graph from CodeCrawler. The nodes
represent the classes and the edges represent the inheritance relationships. The size of the nodes reflects
the number of instance variables (width) and the number of methods (height) of the class, while the colour
tone represent the number of class variables. In this case the position of the nodes does not reflect metrics
as the position is defined by the layout algorithm.

18.2.1 The Tool.

CoODECRAWLER is an open platform providing a graphical representation of source code combined with
object oriented metrics. Besides the pure combination of graph with metrics values, while buidtineg C
CRAWLER we were confronted with practical considerations such as the minimal size of a node or the size
of the screen.

Graphical Considerations and Influences. For the node size, we chose to implement the mapping such

as to really reflect the measurement in the size on the screen with a slight distortion in the case where
the measurement drops below a certain threshold. A minimal node size is a purely practical issue that is
necessary when we want the graph to be interactive, since clicking with the mouse pointer on nodes only 1
or 2 pixels wide is unecessarily difficult.

While the usage of different colours is a good way to attract the attention of the eye, the usage of too many
colours should be avoided. It results in an optical overload that hinders rather than helps understanding. The
solution with the colour tone has the advantage that numerical information can be transmitted by colours:
we map numerical values (e.g. the metric measurements) into a colour interval ranging from white to black.
Although this is a good way to display a supplemental metric we must notice that since the perception of a
colour tone is less precise than the perception of size, the colour metric is only useful for the detection of
extreme values.

Note that @DECRAWLER supports different distributions (linear, logarithmic...) to represent the size of
the nodes plus different modes like the shrinking of the graphs to fit the graphs into the size of a screen. It
is also able to mark nodes whose metrics exceed a certain threshold value.
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Figure 18.2: The CodeCrawler platform at work: (1) an inheritance tree with x node size = NIV, y node
size = NOM, colour = NCV and (2) inspecting the data of a represented entity.

Supporting Reverse Engineering. Besides the definition of concrete graphs and operations on the graphs
themselves like highlighting all the edges arriving at a specific node, following a particular edge, applying a
new graph to a specific node., CODECRAWLER provides a number of other features that greatly enhance
reverse engineering activities. Most noteworthy are (1) the query of the graph to identify a node according
to some criteria such as its name and (2) code navigation via the graph. Each graph entity is linked to the
code entity that it represents, so the reverse engineer can browse the code related to the displayed entity as
well as its metrics.

Moreover, as shown in Figure 18.200eCRAWLER displays the information of the current displayed
graph (top border) and the information related to the entity under which is the mouse (bottom border). In
Figure 18.2 the metrics are NIV, NOM and NCV applied on class entities, the last investigated class is
BrowserNavigator that has 1 instance variable, 175 methods and 1 class variable.

18.3 A Scenario

The scenario itself consists of various kinds of graphs, some of them providing overviews of the classes
and methods in the system, others focusing on possible problems in the design.

The scenario conveys well how customisable and exploratory a hybrid approach can be. Indeed, the idea is
that different graphs provides different yet complementary perspectives. Consequently, a concrete reverse
engineering strategy is to apply the graphs in some order, although the exact order may vary depending on
the kind of system at hand and the kind of questions driving the reverse engineering project.

The particular software system used for our scenario is the Refactoring Brovesseg [ a] which is well-

known throughout the Smalltalk community. To give an idea about the size of the system: the Refactoring
Browser consists of 166 classes (not counting the metaclasses), 2365 methods, 365 instance variables, 2198
instance variable accesses and 9780 method invocations. In that respect we consider it a small to medium
case study.

Note that we have run other experiments on industrial case studies implemented with Cvtranas K
. Unfortunately, due to non-disclosure agreements with the case study providers, we cannot publish the
results of these studies here.
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18.3.1 Understanding the Refactoring Browser

1. Class Size Overview: Checker graph. One of the first impressions of the system that reverse en-
gineers desire is a feeling for the raw physical measures of a system. For that purpose, we generate a so
calledchecker graptwith lines of code as node size, the number of instance variables as colour tone and
we sort the nodes using lines of code as criterion (see Figure 18.3).
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Figure 18.3: Class Size Overview via Checker Graph; node size = LOC, and colour = NIV.

Interpretation. The checker graph is useful for showing relative proportions between the system ele-
ments, in this particular case it shows the proportion among the classes of the software system in terms
of lines of code. Through sorting it is easy to identify the largest and smallest classes. In this graph the
biggest node represents the class BrowserNavigator with 1495 lines of code identified as B. The second
biggest class with 441 lines of code is called BRScanner identified as L in Figure 18.3. We are also able

to see that many classes in the system (marked as Z) are very small, and that there are some empty classes
which are positioned on the upper left corner of Figure 18.3. (This last detail is only visible on the screen
and not on the paper version, because metric measurements equal to zero make the nodes to be displayed
with a blue border and this colour is not rendered in this outprint).

2. Inheritance Overview: Trees. To assess the size and complexity of the system, we request for an
inheritance tree We use as node size the number of instance variables and the number of methods, while
the colour tone represents the lines of code of the classes (see Figure 18.4).

Figure 18.4: Inheritance Overview via Tree; node width = NIV, node height = NOM and colour = WLOC.
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Interpretation. We observe a few main hierarchies with a high proportion of very small classes. Then,
using the number of methods per class as a criterion we identify some candidate classes for further inves-
tigation: (1) the smallest class (O) is completely empty and (2) 12 classes have from 40 methods per class
to 175 at the maximum (B).

These 12 classes can be classified according to their position in the inheritance tree: being a leaf (D, 1),
being on top of a hierarchy (F,G,K), being in the middle of the hierarchy (A, B) or being alone (E,J,L).
Sibling classes like (H, 1) and (N, M) are good candidates for refactoring analysis to see if some of the code
could not be refactored up in their superclass.

An example of possible further investigation is the huge class called BrowserNavigator that implements 175
methods (named B in Figure 18.4) whereas its superclass Navigator (A) already implements 70 methods.
Another interesting class without subclasses is the class called BRScanner (named L), that implements 49
methods and defines 14 instance variables.

3. Focus on Class Cohesion: Confrontation Graph. Given the analysis of Figure 18.4, we will focus

on the class BRScanner (L). More precisely we want to understand the internal coupling of the class by
looking at the way the methods access its instance variables. Therefore, we applyoatation graph

a graph where an edge between an instance variable and a method represents an instance variable access
done by the method. The resulting graph is shown in Figure 18.5. The instance variables are the middle
row of nodes and the methods are the top and bottom row of nodes.
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Figure 18.5: Focus on Class Cohesion of BRScanner via a Confrontation Graph; method node height and
width = NOS and colour = LOC,; attribute node height and width and colour = NAA.

Interpretation. The confrontation graph reveals that there are no apparent clusters in the way methods
access instance variables. This is a sign that this class is quite cohesive making a split difficult if not im-
possible. However, it also implies that subclassing will be quite difficult. Note that in other experiments,
we have —by means of the same confrontation graph— discovered classes that can easily be split. Unfor-
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tunately for our scenario, but good for the Refactoring Browser, we did not find such case in the case study
described here.

18.3.2 Scenario evaluation.

Results. Using a hybrid reverse engineering approach combining metrics and graph layouts to reverse
engineer the Refactoring Browser provides us with a quick understanding of the system without having to
dive into the details of the system. Due to space limitation we could not show system of all graph layouts
and metrics, nor could we include more useful graphs. Interested readers may conasult9®] for a

more complete description.

e Fast overview Thechecker graptprovided us with a intuition for the proportions in terms of code
size and helped us to quickly identify extreme cases. The inheritance overviews helped us to identify
and qualify the main hierarchies: the graphical navigation and tool classes like BrowserNavigator,
the refactoring classes, the abstract syntax tree representation, the parser and the scanner. More than
just displaying hierarchies, dbECRAWLER helped us to understand the quality of the hierarchies:
for example the refactoring hierarchy whose rootis K in Figure 18.4 is composed by a high number of
small classes whereas the abstract syntax tree hierarchy, whose root is G in Figure 18.4, is composed
by more substantial classes.

¢ Insight on inheritance quality. The complementary perspectives on the inheritance tree provided
a better understanding of inheritance relationships. We found that some superclasses were defining
functionality that should be specialised by their subclasses, whereas others were defining function-
ality that was reused without specialisation.

o Identification of exceptional classes Even if the Refactoring Browser is quite well-designed we
did identify some exceptional classes that would benefit from a refactoring.

e Overview of the methods We quickly identified possible singular methods and got a first view of
the overall method quality. Only a few outliers possessed overly high LOC counts.

¢ Internal class coupling Using confrontation graphs, we were able to have a fast idea of the coupling
between a class and identify clusters of instance variables.

18.4 Implementation Information

CODECRAWLER is developed within the MSUALWORKS SMALLTALK environment, relying on the
HotDraw framework [®dHN 92] for its visualisation. Moreover, it uses the facilities provided by theuy
ALWORKS environment for the BALLTALK code parsing, whereas for other languages like C++ and Java
it relies on Sniff+ to generate code representation coded using the FAMIX Mods [98](see below).

During our experiments the maximum number of entities we loade@®DECRAWLER was 198301 (3268
classes, 35538 methods, 5420 attributes, inheritance relationships 3266, 123066 method invocations and
27743 attribute accesses ). But such a limit is not linked with the approach but with the libraries used for
the implementation of GDECRAWLER and the available memory.

The Underlying Data Model. CoODECRAWLER is based on MOOSE a language independent repre-
sentation of object-oriented source code, based on FAMIX (FAMoos Information eXchange model, see
[T1cH 98]) and exploits meta-modelling technigues to make the data model extensible.

A simplified view of the FAMIX data model comprises the main object-oriented concepts —namely Class,
Method, Attribute and InheritanceDefinition— plus the necessary associations between them —namely In-
vocation and Access (see Figure 18.6).
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Figure 18.6: A simplified view of the FAMIX Data Model.

18.5 Contact Information

CoDECRAWLER has been developed by Michele Lanlenga@iam.unibe.ch ) during his master thesis
at the University of Berne in the Software Composition GroupDECRAWLER is based on the MOOSE
language independent representation of object-oriented source code implementsdAnWORKS by

Serge Demeyer andé&ihane Ducasse.

The authors can be contacted{@emeyer,ducasse,lafjZ@iam.unibe.ch ohttp://www.iam.unibe.ch/

scg.

CODECRAWLER is available athttp:://www.iam.unibe.ch/~scg/Archive/Software/CodeCrawler .
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Chapter 19

The Nokia Environment for
Re-engineering Object-Oriented
Software

Author(s): Claudio Riva and Michael Przybilski

19.1 Introduction

The widespread use of object-oriented programming languages and object-oriented design paradigms is
progressively increasing the amount of object-oriented software presently used in many organizations.
With this a new generation of object-oriented legacy systems is emerging and technologies for dealing with
their maintenance and evolution will be of vital importance in the future.

One of the main objectives of the FAMOOQOS project is the development of a re-engineering technology
to support the evolution of object-oriented legacy systems. A basic re-engineering approach has been
proposed and evaluated that consists of:

requirements analysi® identify the re-engineering goals,

model capturdo understand its design, its architecture and its implementation,

problem detectioto isolate the defects,

problem analysiso examine the particular problem and to select the appropriate solution,

reorganizatiorto select the optimal transformation for the system and

propagationto propagate the changes in the code

To support the FAMOOS approach a re-engineering environment has been propagedqdR The en-
vironment consists of different tools that accomplish the different reengineering tasks. The tools assist
the application of the re-engineering methodologies and automate basic and more repetitive operations. In
particular, the tools are focused on the phasaaadel capturgproblem detectioandproblem analysis

Some of the motivations for the development of the environment were the following:
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e Software organizations require their developers to evaluate the quality of their software products.
The evaluation should determine if the developed software system meets the organizations quality
requirements or, if these requirements are not fulfilled it should present reasons why they are not
reached. Although the data regarding a software system are collected occasionally, they are sel-
dom used for driving decisions. However, industrial experienceg[A8], [AVRI 99] indicate the
benefits of incorporating a quality evaluation mechanism in the standard development process and
international standards [IEE 92], [ISO 98] also describe the guidelines for its application. The eval-
uation is valuable to the developers all along the development life cycle.

e Atdesign time, the architects have to choose among different design alternatives and need to evaluate
how a software architecture satisfies quality modelsd®v 97]. Detecting architectural shortcom-
ings or unreliable architectures early in the life cycle is of vital importance for the organization and
for the long evolution of the system. Usually these decisions are mostly based on expert judgement.
Design models are the earliest product artifacts in the life cycle. As soon as design models exist,
they can be evaluated by design metrice £ 96] [ABRE 96] and reviewed in order to increase the
software quality level [&R1 99].

e During the implementation, developers often need to reverse engineer and reengineer parts of the
developed software system. This task includes extracting information from existing code, recovering
design models, understanding the dependencies between components and in general increasing the
knowledge of the current implementation of the system. Also developers can benefit from evaluating
the code they are writing. The evaluation should allow them to identify code that does not comply
to an organization’s quality levels and needs to be re-engineered. The intent is not to evaluate the
programmers or their work but to provide a useful feedback to them.

The proposed environment integrates several tools using the FAMIX modelg®8c] as an information
exchange format. The tools accomplish tasks for the analysis of source code as well as the calculation and
visualization of metrics.

19.2 Description of the Environment

The front-end of the environment consists of different parsers that can be used independently. The back-
end consists of a tool for metrics calculation, a UML-based visualizer and a generic graph visualizer.
The integration is achieved by adopting FAMIX as a common information repository for exchanging data
among the tools. This approach also allows the seamless integration of other tools that use the FAMIX
model as their information source.

The parsers extract the relevant object-oriented information from the source files and store them in a
FAMIX model. The information stored in the FAMIX model is sufficient for the tasks of the tools. The
clients (back-end) can import the FAMIX model as a base of information for their own tasks. Figure 19.1
shows the architecture of the environment.

19.2.1 Information Exchange

The FAMIX model provides a standard mechanism for exchanging models of object-oriented systems. Itis
language independent, easily extensible and supports all the basic entities and relationships that are com-
mon to object-oriented languages. Entities are packages, classes, methods, attributes and other objects.
Relationships are inheritance, access (a method accessing an attribute) and invocation (a method invoking
a method). A FAMIX model is a representation of object-oriented source files and contains enough infor-
mation for reverse engineering tasks. FAMIX models are stored usingAls& Data Interchange Format

(CDIF) [CDI 94]. CDIF is an industrial standard for exchanging models and model instances among tools.
CDIF files are stored as ASCII text.
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Figure 19.1: Architecture of the Environment for Re-Engineering

19.2.2 The Front-End

In order to use the environment it is necessary to gather data about the source code. This task is carried
out by parsing the source files and extracting the relevant information. Although parsing in itself is well-
understood, there are several problems in practice. Different dialects of the same language (C++) cause
parsers that do not understand that dialect to crash or to fail. Another problemis that pre-compiler directives
(like macros) or specific language constructs are usually skipped by parsers, thus causing a major loss of
information. For some re-enineering tasks fuzzy parsing will extract enough information, while for others
precise parsing is neccessary.

Partly because of these problems, it was decided to rely on various parsers and parsing technologies. For
the proposed environment several parsers that are able to generate the CDIF files are considered.

19.2.2.1 CAN Parser

CAN [Kosk98b] is a static C++ parser for Windows NT developed internally at the Nokia Research
Center. CAN is able to parse pre-processed C++ source files according to the selected language dialect
(ANSI or Microsoft-specific) and extract various object-oriented information. This information are then
stored in a local relational database, whereby every input file results in a separate database.

As part of the FAMOOS project a program was implemented that is capable of exporting the information
stored in the database into a CDIF file, using the FAMIX model.

The advantage of this parser is its capability to understand different C++ dialects and to use pre-processed
C++ source files.

19.2.2.2 SNiFF+ Parser

SNiFF+ [TAKE 99] is produced by TakeFive Software and depicts a development environment, that is
highly customizable for different programming languages like C, C++, Java or Fortran and available for
different platforms (Windows, UNIX). The environment provides functionality for browsing among source
files and its object-oriented entities. The source files are examined by a parser and the symbolic information
is extracted and stored in a symbol table. The symbol table represents the main data repository to support
the browsing capabilities. Externally the symbol table is accessible through an API.

Within the FAMOOS project, a program has been developed, capable of building a FAMIX model from
the information in the SNiFF+ symbol table [@H 99]. The program queries the data from the SNiFF+
symbol table and stores them in a FAMIX model.
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The SNiFF+ environment contains several parsers for different languages, which all store their information
into the SNiFF+ symbol table. This allows other object-oriented languages than C++ to be used as well.
On the other hand the SNiFF+ parsers are a so-called fuzzy parser that skips pre-compiler directives, which
can result in a major loss of information.

19.2.2.3 Audit Parser

Audit [Sem 99] is a tool that provides support for the static analysis of programs. Its purpose is to extract
information about the programs without running them. The Audit tool contains a parser capable of extract-
ing information from source files written in C, C++, Ada or Java. The information is stored internally in a
set of tables from which it is possible to export the information into a CDIF file, using the FAMIX model.

19.2.3 The Back-End

Several CASE tools support the FAMOOS approach. Some of the tools that are capable of using FAMIX
as information source and thus serving as back-end for the re-engineering environment are introduced here.

19.2.3.1 TDE: UML-Visualizer

TDE (Telecom Design Environment) is a general-purpose design tool developed at the Nokia Research
Center. It mainly serves as a visual environment for the management of design information, as a graphical
CASE tool that supports different design notations (like UML and Octopus) and as a collaborative work-
place to share the information among a group of users. Design information is stored in a repository that can
be either a shareable object-oriented database or a single user persistent object file. TDE is extensible and
open in different ways: it can be interfaced with a versioning system, it can transparently access informa-
tion stored in different external systems (e.g. VAX SPM, PC-LAN, World Wide Web) and an API allows a
programmer to interact with its repository.

In the environment described here, TDE serves the role of an UML-based visualizer. TDE supports tra-
ditional design diagrams (like class diagrams) that conform to the UML standard. A program has been
developed that enables a FAMIX model to be imported into a TDE repository. This way it is possible to
visualize the class diagram of the system as represented in the FAMIX model.

The integration of TDE is useful for the architectural assessment of an object-oriented system and for
reverse engineering purposes.

19.2.3.2 Graphlet: Layout Tool

Graphlet is tool capable of visualizing graphs. It is developed at the University of Passau, Germany. It
allows the user to enter, edit and automatically arrange the graphs according to different layout algorithms.
The graphs are saved in the GML format that is human readable and easy to generate. The tool is very
useful for analyzing complex class diagrams and other graphs using different layouts.

The environment allows the user to convert a FAMIX file to the GML format in order to visualize its class
diagram.

19.2.3.3 Crocodile: Measurement Tool

A software measurement tool is a necessary part to the application of a metrics approach as an integral part
of the development process. The software measurement tool Crocodile is developed at the University of



19.2 Description of the Environment 253

Cottbus in Germany [EwE 98b]. Crocodile enables not only calculating traditional software metrics but
also supports the application of a standard software product evaluation [ISO 98].

The tool has been integrated in the Nokia environmentin a cooperation between the Nokia Research Center
and the University of Cottbus. Crocodile uses CDIF files that contain the FAMIX model as their informa-
tion source and extracts the information necessary to calculate the software metrics from the source files.
This information is stored into a local relational database that is internally used as an information reposi-
tory. Crocodile allows the user to select the classes he/she is interested in and presents information about
inheritance and use relationships between these classes, thus enabling the user to adapt the selection ac-
cordingly. Crocodile allows the user to select a specific quality model which is described in a configurable
text file, containing metrics, how a set of metrics builds the quality model using abstractions, how these
metrics are calculated and static or relative thresholds for these metrics. Crocodile computes the metrics
on the selected classes according to the chosen quality model and shows the objects whose metrics do not
conform to the quality model. Also graphical explanations in the quality tree and textual explanations about
such outliers is given.

As part of the integration into the re-engineering environment, Crocodile was modified to be able to visu-
alize its result within TDE. In particular the selected classes and the calculated measures are exported to a
HTML file. In TDE's class diagram, the classes that violate the metrics are marked with red and a link to
the HTML file is attached to them (see Figure 19.2).
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Figure 19.2: A Class Diagram with Outliers in TDE
This way it is possible to browse a class diagram and recognize outliers instantly. Then it is possible to use

the attached link to observe the calculated metric values in a generic HTML browser.

19.2.3.4 FAMOOS Tools

Several tools with re-engineering capabilities have been developed during FAMOOS, several of which are
able to import or generate FAMIX files. They provide several reverse-engineering capabilities such as
automatic problem detection, software measurement or reorganization capabilities.
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19.3 Scenarios of Use

The presented re-engineering environment can be used during most parts of the reverse-engineering pro-
cess. Some of the scenarios in which the environment could be used are presented here.

19.3.1 Analyzing Legacy Code

The coexistence of legacy code within new systems raises issues that are well known by the research
community [ARNO 92]. Often, such coexistence requires programmers to reverse engineer old or badly
documented parts of the system. The environment automates the task of extracting object-oriented entities
from the source code and presenting them in UML class diagrams. Such diagrams are useful to keep the
design documentation up to date or to re-document the software system. Metrics also help the developerin
localizing the parts of the system that need to be re-engineered.

19.3.2 Ensuring Quality Requirements

A software developer can use the environment to ensure his program meets the quality requirements of
the customer. Detecting the outliers with the quality model and visualizing them within a class diagram
depict an attractive way to examine metrics values. Also analysts can benefit from this feature, since
they can examine how outliers are distributed within the system architecture. The environment enables
programmers to monitor the changes in the quality of their code as the development proceeds.

19.3.3 Conventional Reverse Engineering using Multiple Front-Ends

The environment supports different parsers that adopt different parsing technologies (fuzzy parser, exact

parser) and support several languages (C++, Java, Ada, etc.). One advantage of the environment is that it
provides the user the extensibility and flexibility to choose and integrate other parsers to extract the data

from the source files.

19.4 Evaluation of the Environment

The environment was evaluated on a real case studyR®9]. In this section some examples of its usage
are presented, focussing on the phases of model capture and problem detection of the FAMOOS approach.
The evaluation followed four basic steps:

1. Building the FAMIX model by extracting the information from the source files.
2. Calculating several software metrics.
3. Examining the metrics to detect their outliers.

4. Analyzing the outliers in the class diagram.

A large software system developed in C++ was used as the case study of this experiment. It consists of
about 1 MLOC (including comments) and contains about 2000 classes. SNiFF+ was used to parse the case
study and to generate the FAMIX model. As samples two software metrics were calculated: the Number
of Children (NOC) and the Number of Public Methods (NOPM). Only one outlier for each metric was
selected for analyzation in a class diagram. It must be pointed out that the detection of metric outliers does
not lead to the identification of problems but it just provides hints where to start the examination. The
purpose of this short demonstration is to show how the tools support the FAMOQOS approach.
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19.4.1 Number of Children

This scenario considers the analysis of the amount of children of each class. Figure 19.3 shows the cumu-
lative distribution of the metric.

Classes

mumber of chilldren

Figure 19.3: Number of Children

It shows 1877 classes without any child. The outliers of this metric are located on the right of the graph. In
particular the attention was focused on the class with 127 children. Graphlet was used to layout the class
diagram of the class and its descendents. It is shown in Figure 19.4.

The central class depicts the root of the tree. The first ring of classes depicts the 127 children of the root
class. The architecture seems to be repetitive and additional levels of inheritance could simplify its design.

19.4.2 Number of Public Methods

The scenario considers the analysis of the number of public methods for each class of the system. The
cumulative distribution is represented in Figure 19.5.

There are 651 classes without any methods. These depict mauntyconstructs or simple data structures.

Most of the classes have less than 20 methods, which is a good design choice since it keeps the complexity
of the classes low. There are also several classes with a high amount of methods. Their class diagram was
analyzed and can be seen in Figure 19.6.
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Figure 19.4: Class Diagram with many Children

At the top of the diagram there are classes with many public methods and which use multiple inheritance.
The descendents inherit the high complexity of the parents, thus becoming more difficult to understand.
Although the design of the diagram is simple, the complexity behind its classes is very high. The reasons
for this design have to be searched in the tasks of the classes.

19.5 Conclusions and Future Work

In this document an environment for re-engineering object-oriented software was presented. The environ-
ment consists of tools for parsing, measuring and visualizing object-oriented software. The mechanism
for exchanging information is based on the FAMIX model that has been developed within the FAMOOS
project.

Future work will concentrate on extending the environment. In particular work will focus on the following
topics:
e customization and extention the default quality model according to the organization’s quality param-
eters.

e improving and developing other means for presenting the metrics within a class diagrams or with
other graphical techniques.

e improving the graphical layout of the diagrams visualized in TDE.
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Chapter 20

Metrics

Author: Radu Marinescu

20.1 Introduction

Software engineering involves the study of the means of producing high quality software products with
predictable costs and schedules. One of the major goals in software engineering is to control the software
development process, thereby controlling costs and schedules, as well as the quality of the software prod-
ucts. As a direct result of software engineering research, software metrics have been brought to attention
of many software engineers and researches. As De Marco points out, "you cannot control what you cannot
measure” [[(EMA 82]. Software metrics measure certain aspects of software and can be generally divided
into three categories [DvK 97]:

e Process measurement for understanding, evaluation and improvement of the development method

e product measurement for the quantification of the product (quality) characteristics and the validation
of these measures

e resource measurement for the estimation of needed resources in terms of human and hardware re-
sources

This work focuses on software products metrics.

The software metrics for the procedural paradigm have concentrated on measures of complexity and have
used different aspects of the source code of the software been analysed. Some count certain lexical to-
kens [HaLs 77], [BAIL 88]or are based on its control graph §{@A 76] Another set of metrics measures

the inter-connection among statements or functionsNRI81], [McCL 78], [WooD 80], [ADAM 90],

[RoBI 89].

Since the OO paradigm exhibits different characteristics from the procedural paradigm, software metrics
need to take them in account. The OO software metrics need to consider the basic concepts of the OO
model as: object, class, attributes, inheritance, method and message passing.

So far, few object oriented metrics have been proposed, and few studies to validate them were made, further
work in this direction needed to be done.
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20.1.1 Outline

This chapter is based on [MrI 97] and organised as follows: Section 20.2 provides an overview of the
most important theoretical foundations in software measurement, with a special focus on measurement
in the object oriented approach. Some fundamental theoretic notions from the measurement theory are
briefly discussed. The first section of this section also includes a summary of the representational theory
of measurement. The middle section of this section offers a ontological basis for the key concepts of the
object oriented approach that the most of the metric definitions deal with. We conclude this section by
discussing the possibilities of establishing a set of criteria for the analytical evaluation of object oriented
metric definitions.

In section 20.3 we present the important object oriented metrics found in the literature research. The
metrics are synthesised in four sections, corresponding to the main aspect measured by each of them.
Firstly we will refer to metrics that are mainly determining the level of class complexity; than we will
present a couple of metrics that measure the quality of the class hierarchy layout. Next a set of metrics
referring to coupling will be discussed; and finally some metrics that refer to the aspect of cohesion will be
presented. After discussing the theoretical aspects about these metrics, we conclude the section looking at
some experimental results obtained by other researchers in using some of the metrics discussed here.

Section 20.4 presents the set of metrics that was selected for the experimental study, explaining the criteria
that determined their selection. Additionally, we present some experiences we made while applying these
metrics to casestudies. We investigate the efficiency of using these metrics from the perspective of a
redesign process, on a number of three object oriented systems. For each metric we present the obtained
results, and than we give an interpretation of these results and try to make an evaluation of the practical
utility of that metric.

Based on the experiences we made by using metrics in reengineering projects, we defined some new met-
rics to measure the amount of reuse in class hierarchies that comes from inheritance. These metrics are
presented in section 20.5.

20.2 Foundations of Software Measurement

This section presents some of the most important elements of the software measurement theory. This sec-
tion consists mainly of two parts. In the first part some general fundaments from the theory of measurement
are briefly introduced, including a description of the Representational Theory of measurement. The second
part of this section focuses on the matter of the theoretical assessment and validation of metrics, explaining
the need for such a validation and introducing the main contributions towards the definition of a rigourous
framework for software measurement.

20.2.1 Fundaments of the Measurement Theory

Software measurement, like measurement in any other discipline must adhere to the science of measure-
ment if it is to gain a widespread acceptance an validity. Measurement theory is used to highlight both
weaknesses and strengths of the software metrics work. The theory of measurement helps us to define
and validate measures of specific complexity attributes. In this section we will describe some general fun-
daments from the theory of measurement. In the first part of this section, we will give some definitions
and two possible classifications of the measurement process. The other part of this section describes the
representational theory of measurement. This section is mainly based on the considerations of Fenton
[FENT 94]. Most of the details concerning scale types rely on the approach of Zuse 5].
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20.2.1.1 Definition and Classification of Measurement

Definition of Measurement. We defineMeasuremenas the process by which the numbers or symbols
are assigned to attributes of entities in the real world in such way as to describe them according to clearly
defined rules.

This definition of measurement requires some explanations and some other definitions. The concepts used
in this definition, like: entity, attribute, rules will be next defined.

Definition 1 We define arntity as the subject of the measurement process. An entity might be an object,
or a software specification or a phase of a project. dtributeis a feature or property of the entity. For
example, an attribute of a software specification is its length, and an attribute of a project phase may be its
duration. In most situations an attribute may have different intuitive meanings to different people. Thus we
have to define anodelas the expression of a viewpoint concerning the entity being measured.

Once a model has been chosen it becomes also possible to determine relations between the attributes that
describe the entity being measured. The need of defining good models is particularly relevant in software
engineering measurement. For example, even a simple measure like the length of a program requires a well
defined model of programs which enables us to identify unique lines unambiguously. Similarly, to measure
the effort spent on a phase of a project needs a clear "model” of the phase which at least makes clear when
the process begins and ends.

Classification of Measurement Activities. We will classify the measurement activities using two dif-
ferent criteria. The first classification uses as criteria the way the measurement is realised. Corresponding
to this type of classification there are two type of measurements:

e Direct Measurementof an attribute is a measurement that does not depend on the measurement of
any other attribute. In most of the cases the direct measurement is more simple.

e Indirect Measurement of an attribute is the measurement that involves the measurement of one or
more other attributes. The indirect measurement is normally more sophisticated.

The second classification analyses the problem from another viewpoint. The criteria used for this sec-
ond classification is the use of measurement. Corresponding to this criteria there also two broad uses of
measurement:

e Assessment Measuremenif an attribute is a measurement that determine the current measure of
an attribute, that is the value of the attribute at the present moment of time.

e Predictive Measurementof an attribute is the measurement that depends on a mathematical model
relating A to some existing measures4f, ..., A,. It gives a prediction of the future measuref
based on the present measuresiof.. ., A,,.

20.2.1.2 The Representational Theory of Measurement

Although there is no universally agreed theory of measurement, most approaches are devoted to resolving
the following three main issues:

¢ Which types of attributes can be measured? (representation problem)
e How to define measurement scales? (scales and scale types)

e What kind of statements about measurements are meaningful? (meaningfulness)

In this section we will present a brief overview of the representational theory of measurement, pointing to
the manner in which this theory resolves the three main issues mentioned before.
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Empirical Relation System. Direct measurements of a particular attribute possessed by a set of entities
must be preceded by intuitive understanding of that attribute. This intuitive understanding leads to the
identification of the empirical relations between the entities.

Definition 2 The set of entitie§’, together with the set of empirical relatiod® is called an empirical
relation systen{C, R) for the attribute in question.

Example: The attribute of "height of people” gives rise to empirical relations like "is tall”, "taller than”
and "much taller than”.

Representation Condition. To measure the attribute that is characterised by the empirical relation
system(C, R) requires a mapping/ into a numerical relation systeifiV, P). Specifically, M maps
entities inC' to numbers (or symbols) itv, and empirical relations are mapped to numerical relations in
P, in such way that all the empirical relations are preserved. This is the so-cgiledentation conditign

and the mappingd/ is calledrepresentationFormally we may express the representafiéras follows:

M :(C,R) - (N, P)

Definition 3 The representation condition asserts that the correspondence between empirical an numer-
ical relations are is two way. Suppose for example the binary relation is mappéd twythe numerical
relation <. Then formally, we have the following expression of the representation condition:

Ve,ye CN' <'e R,¥ <'e P:xz <y & M(x) < M(y)

Example: We may extend the example from the previous section. Suppissthe set of all people and
R contains the relation "taller than”. A measuyg of height would map into the set of real numbef@
and 'taller than’ to the relatiorts’. The representation condition asserts that per$astaller than person
Bifandonly if M(A) > M(B).

Scale. Representation Problem. Based on the aspects defined and discussed previously in this section
we can give now the definition of the scale:

Definition 4 Being given an empirical relation systefh= (C, R), a numerical(formal) relation system
F = (N,P)andameasurd/ : E — F, the triple(E, F, M) is called a scale.

Having defined all these elements, we can look back at the issues that should be solved by a theory of mea-
surement, and we can already answer the first question: which types of attributes can be measured? This
guestion can be expressed formally as follows: being given an empirical relation siséem a formal

relation systent’, the question that is raised is if there exists for this two relation systems a representation
sothat(E, F, M) is a scale. This problem s called the representation problem. If such a measure exists the
attribute described by the empirical relation syst@ris measurable. In other words, an attribute of a set of
entities, is measurable if and only if it is possible to find a representation that satisfies the representational
condition.

Admissible Transformation.  If the representation problem is solved, we can examine the next issue.
Supposing that for an empirical relation systéhand a formal relation systeifi, we have found a mea-

sure, we can ask how uniquely this measure is. Suppose that an attribute of some set of entities has been
characterised by an empirical relation syst@th R). There may in general be many ways of assigning
numbers which satisfy the representation condition. For example, if persotaller than persoi, then

M(A) > M(B) irrespective of whether the measurkis in inches, feet, centimeters, etc. Thus, there are
many different measurement representations for the normal empirical relation system for the attribute of
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height of people. However, any two representatidhend M’ are related in a very specific way: there is
always some constant> 0 such that:M = c¢M'. This problem is called the uniqueness problem. This
uniqueness problem leads us to the definition of scale types. In order to give the definition of a scale type,
we have to define what is an admissible transformation.

Definition 5 The transformation from one valid representation into another is called an admissible trans-
formation. Formally, this definition can be expressed as follows:HetF, M) be a scale A representation
M' is an admissible transformation, (E, F', M) is also a scale.

Scale Types Hierarchy. There are different scale types and they can be ordered in a hierarchy that
reflects the richness of knowledge concerning the empirical relation system. For example, where every
admissible transformation is a scalar multiplication the scale type is called ratio. The ratio scale is a
sophisticated scale of measurement which reflects a very rich empirical relation system. An attribute is
never of ratio type a priori.

In table 20.1 the hierarchy of the best known scale types is presented, in the increasing order of sophisti-
cation. We normally start with a crude understanding of an attribute and a means of measuring it. Accu-

Name of the scale type Type of admissible transformation(f)
Nominal Scale any one-to-ong (z)

Ordinal Scale f () - strictly increasing function
Interval Scale flx) =az+b,a>0

Ratio Scale flz)=azx,a>0

Absolute Scale flz)y=x

Table 20.1: Hierarchy of scale types. The lowest scale is the nominal and the highest one is the absolute
scale.

mulating data and analysing the results leads to the clarification and revaluation of the attribute. This in
turn leads to refined and new empirical relations and improvements in the accuracy of the measurement;
specifically this is an improved scale.

For many software attributes we are still at the stage of having very crude empirical relation systems. In
the case of an attribute like "criticality of software failures” an empirical relation system would at best
only identify different classes of failures and a binary relation "is more critical than”. In this case any
tow representations are related by a monotonically increasing transformation. With this class of admissible
transformations, we have an ordinal scale type.

Meaningfulness. If we know the scale type, this enables us to determine rigorously what kind of state-
ments about measurements are meaningful, and which are not.

Definition 6 A statement involving measurement is meaningful if its truth or falsity remains unchanged
under any admissible transformation of the measures involved.

Meaningfulness guarantees that the truth values of statements with measurement values is invariant to scale
transformations.

Example: It is meaningful to say thatlis twice as tall a3”; this statement is true/false if we express the
heights in meters and it will still remain true/false if we express the height in inches, or in any other mea-
surement unit. On the other hand the statement "Failure x is twice as critical as failure y” is not meaningful
if we only have an ordinal scale empirical relation system for failure criticality. This is because a valid
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ordinal scale measur® could defineM () = 6, M (y) = 3, while another valid ordinal scale measure
M’ could defineM’(z) = 10 andM’(y) = 9. In this case the statement is true undiébut is false under
M'.

The notion of meaningfulness also enables us to determine what kind of operations we can perform on
different measures. For example, it is meaningful to use means for computing the average of a set of data
measured on a ratio scale, but not on a ordinal scale. Medians are meaningful for an ordinal scale but not
for a nominal one.

20.2.2 Theoretical Validation of Software Measurements

Software measurement must adhere to the science of measurement if it is to gain a widespread acceptance.
Consequently, it is essential that the measures we define and use are valid. In other words, the measures
we use must accurately reflect the attributes they are supposed to quantify.

20.2.2.1 The Necessity
There are a number of serious reasons that motivate a rigourous theoretical validation:

1. Many times we find in the literature multiple metrics measuring the same attribute in different man-
ners and offering contradictory results. This is mainly because the measures do not properly capture
the attribute to be measureddiRT 97] [FENT 94].

2. Often measures are not accepted in the industry because the concepts they work with are not precisely
defined. [BrRIA 96a]

3. A common practice is that of "validating” a new measure by empirically finding a correlation with a
commonly accepted measure. This is unacceptable as long as ho more solid basis for this correlation
can be found. [lEND 96]

4. Empirically defined measures are "highly parochial, highly limited and highly unscientife) j-06].
Thus, their use is restricted to the strict context in which they are defined and their proper use in other
contexts is extremely reduced.

5. A number ofdimensional inconsistencie$ten appear in metrics definitions gD 96]. The most
common inconsistencies are: unmatched dimensions on the right-hand and the left-hand side of an
equation; addition of metrics defined on different scales; use of meaningless operations (a kind of
adding oranges and apples). This implies the needdohansional analysigKiTc 95].

20.2.2.2 Weyuker’s Properties for Complexity Measures

In a notable paper [\&yu 88] Weyuker proposed a set of nine axioms against which software complexity
metrics could be evaluated formally. It identifies a set of desirable properties a measure should posses.
Although the paper is important, it was strongly criticised, most notable by Zusgeg40] and Fenton

[FENT 97] [FENT 94].

The Properties. Weyuker's first four properties address how sensitive and discriminative the measure
is. Thefirst propertyensures that any measure that rates all programs to be of the same complexity is
eliminated from consideration. Thsecond propertyextends the concept of the first one ensuring that
there is sufficient resolution in the measurement scale to be useful (e.g. a measure with only two values
is unlikely to have a large applicability). Thiird propertycounterbalances the second one by requiring
that the metric should not be so fine that any specific value of the metric is only achieved by a single
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program. Thdourth propertysuggests that it is possible for the same functionality to be encapsulated in
two different programs with different complexities. Tfikth propertyrequires that the value of a measure

for a component of a program is no more than the value produced for the whole prograsixtiiipeoperty
implies that by concatenating a program R with each of two equally complex programs, P and Q, it is not
necessarily the case that the resulting complexity after merging would be identicadeVdmath property
requires for a measure to be sensitive to statement order within a prograraighitie propertystates that
renaming of variables should not affect the value of a measure. Finallgirittepropertyrequires that the

sum of the complexities of the components of a program could be less than the complexity of the program
when considered as a whole.

Criticisms. Fenton [FENT 97] notes that the underlying problem with Weyuker’s nine axioms is that
"complexity” is ambiguously defined and it can be interpreted to mean size, comprehensibility, ease of
implementation etc. Fenton’s main concern lies with the fifth and sixth properties, because the fifth property
is appropriate for complexity measures related to size but not those relating to comprehension, while the
sixth property is appropriate for comprehensibility measures, but is not appropriate for size measures.

Zuse [2UsE 90] notes that these properties are not in accord with measurement theory since they require a
ratio scale in parts and reject the ratio scale in other places. He affirms that the ninth property is meaningful
on a ratio scale but not on an interval scale. On the other hand, the sixth and seventh property deny the
ratio scale.

Kitchenham et al. [KTc 95] go a step further than Zuse and reject Weyker's fifth, sixth and ninth property
because they imply a scale type at all. They also suggest that the seventh property is inappropriate because
it contradicts standard measurement practice, and discard the eight property as unnecessary if accepting the
Representation Condition. The rest of the properties are assimilated by Kitchenham et. al. and included in
their framework [KTC 95].

20.2.2.3 The Kitchenham-Pfleeger-Fenton Framework

The framework proposed by the three authorsrfiK95] is based on identifying the elements of measure-
ment and their properties (structure model), identifying how these elements are defined when constructing
a measure (definition models), and defining appropriate theoretical and empirical methods of validating the
properties and definition models. This framework was already appliedArRR98] for the validation of

the MOOD metrics suite [BIT 95].

Structure Model. The structure model describes the objects involved in measurement and their relation-
ships. The objects identified in this model are: entities (objects from the real world), attributes (properties
of an entity), units (mappings of attributes to the formal world), scale types, values (a specific measurement
unit applied to a particular entity and attribute) and measurement instruments (instruments used to obtain
the values). The relationships among these objects (for the case of a direct measurement) are depicted in
Figure 20.1.

Definition Models. The framework of Kitchenham et al. presents models for defining units, instruments,
attribute relationships, measurement protocols and entity populations. The authors identify four types
of units definitions: by reference to a standard (example), by reference to a wider theory, by means of
conversions from other units or by using a model involving several attributes. Concerning instruments, two
types of instrumentation models are identified: a direct, representational model and an indirect, theory-
based one. Attribute relationship models are used when considering an attribute derived from a functional
relationship involving one or more other attributes. In conformity to this framework there are two types

of attribute models: definition and predictive models. Measurement protocols are concerned mainly with
howan attribute can be measured consistently on a specific entity. The requirements for any measurement
protocol is to be unambiguous, self-consistent and to prevent invalid measurement procedures (e.g. double
counting).
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Figure 20.1: Relationship among objects involved in a direct measurement

Properties of Measures. Kitchenham et al. identify a number of theoretical criteria that need to be
satisfied by any valid measure:

1. For an attribute to be measurable, it must allow different entities to be distinguished from one another.
2. Avalid measure must obey the Representation Condition
3. Each unit of an attribute contributing to a valid measure is equivalent.

4. Different entities can have the same attribute value (within the limits of measurement error).

In addition to the four properties stated before, indirect measures must exhibit a number of supplementary
properties. Thus, an indirect measure must:

e be based on a model concerning the relationship among attributes;
¢ be based on a dimensional consistent model;
e exhibit no unexpected discontinuities;

e use units and scale types correctly

20.2.2.4 Property-Based Software Measurement

As we mentioned in the beginning of this section, many times measures defined to capture the same attribute
offer contradictory results, mainly because measures do not properly capture the attribute to be measured.
Thus, wide accepted sets of properties for different internal attributes like coupling, cohesion or complexity
are strongly needed. In order to achieve this goal concepts must be clearly separated and their similarities
and difference studied. The paper of Briand et alR[B96a] aims to define concepts through different

sets of unambiguous and intuitive properties that characterise following internal attributes: size, length,
complexity, coupling and cohesion. Below we present the properties defined for each of these attributes.
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Size. According to this framework size cannot be negative (Size 1), and is expected to be null when

a system does not contain any elements (Size 2). When modules do not have shared elements the size is
expected to be additive (Size 3). Two corollaries derive from these properties: the size of a system is not
greater than the sum of sizes of any pair of its modules (Corollary 1); the size of a system built by merging
modules cannot be greater than the sum of the sizes of the modules (Corollary 2).

Length. Length is defined as the maximum distance between two points (elements). Length is non-
negative (Length 1) and equal to O where there are no elements (Length 2). If a new relationships is
introduced between two elements belonging to the same connected component of a system graph, the
length of the new system cannot increase (Length 3). If a new relationship is introduced between two
elements not belonging to the same connected component of the system graph, the length of the new
system cannot decrease (Length 4). Length is not additive for disjoint modules; it is the maximum length
among the modules (Length 5).

Complexity. This conceptis defined as a property of a system that depends on the relationships between
the elements. Complexity is expected to be non-negative (Complexity 1) and to be null (Complexity 2)
when there are no relationships between the elements of the system. Complexity should not be sensitive
to the convention chosen to represent the relationships between the elements (Complexity 3). Complexity
of a system should be at least as much as the sum of the complexities of any collection of its modules
(Complexity 4). A consequence of the above property is that the complexity of a system should not de-
crease when the set of relationships increases (Corollary 1). The complexity of disjoint modules is additive
(Complexity 5).

Cohesion. Cohesion is defined as the tightness with which related program features are grouped together
in systems or modules. Cohesion is expected to be non-negativeoamalised(Cohesion 1) so that the
measure is independent of the size of the module. If there are no internal relationships in a module, cohesion
should be null (Cohesion 2). Additional internal relationships in modules cannot decrease the cohesion of
the module (Cohesion 3). When two or more non-related modules are merged, cohesion cannot increase
(Cohesion 4).

Coupling. The concept of coupling refers to modular systems and it captures the amount of amount of
relationship between the elements belonging to different modules of the system. Coupling is also expected
to be non-negative (Coupling 1) and null when there are no relationships among the modules (Coupling 2).
Coupling does not decrease when additional relationships are created across modules (Coupling 3). Merg-
ing modules can only decrease coupling (Coupling 4). Finally, coupling is additive for disjoint modules
(Coupling 5). The authors also discuss some of the best-known measures in the context of the proposed set
of properties verifying if the metrics are indeed measuring the attributes they claim to measure.

20.3 A Survey of Object Oriented Metrics

This section offers an overview of the most important object oriented metrics defined in the software
metrics literature. The metrics presented in this section are classified in four different sections: complexity
metrics, metrics measuring the class-hierarchy layout, metrics that measure the coupling between classes,
and finally a set of metrics that measure the cohesion of a class. For each analysed metric the definition of
the metric is provided together with its main characteristics. For the most of the metrics the critics found

in the researched literature are also discussed. A final section points to some of the practical experiments
that were made using some of the metrics presented in this section.
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20.3.1 Class Complexity Metrics

By complexity metrics we consider those metrics that may give us indications about the level of complexity
for a given class. Analysing the several viewpoints suggested for each metric, it becomes clear that we
generally expect from these metrics to be predictors of the maintenance effort for a class. They may also
be an indicator of the central classes in a project. We may also say that the place of the complexity metrics
in the object oriented design (OOD) process may be the phase of identifying the semantics of classes, and
some of the metrics may be used also in the class identification phase.

20.3.1.1 Weighted Method Count — WMC

Definition 7 Consider a clas€'1, with methods\/,, M., ..., M, that are defined in the class. Let,
..., ¢y be the complexity of the methods of that class. Then:

WMC = zn:Ci

i=1

Concerning the way this metric defined, there are two things that should be observed. The first observation
that should be made is that the notion of complexity is deliberately not defined more specifically in order
to raise the generality degree of the WMC metric. The way complexity is specifically defined for an
implementation of this metric is a decision that can taken in different ways. One possible direction is the
use of some traditional static complexity metrics, like the McCabe’s Cyclomatic Complexity Metric. This
was suggested by Li and Henry ini[R3].

The second observation is that if we consider each metric having a unitary complexity, then WMC = n, the
number of methods in that class. That means that if we consider all the methods of the class having equal
complexity, this metric indicates the number of methods of the class. From another perspective this metric
can be seen as a generalisation of the Number of Methods metric.

Viewpoints. Chidamber and Kemerer give also a set of three viewpoints that should be used in interpret-
ing the results of this metric:

1. The number of methods and the complexity of methods involved is a predictor of how much time
and effort is required to develop and maintain the class.

2. The larger the number of methods in a class the greater the potential impact on the children, since
the children will inherit all the methods defined in the class.

3. Classes with large numbers of methods are likely to be more application specific, limiting the possi-
bility of reuse.

Critics. The WMC metric is widely accepted in the literature. Yet it has been indirectly criticised by
Churcher and Shepperd in flOR 95]; The critic was referring to the computation of the number of meth-

ods in a class. The number of methods is required directly for the computation of WMC, as we already
pointed above. The main thesis of Churcher and Shepperd is that the computation of the number of meth-
ods in a class is open to a variety of interpretations. For example they suggest that overloaded constructors,
that share of course the same name identifier should not be counted distinctly. Another suggestion the
two authors make is that the inherited methods should also be counted. In fact there are many different
possibilities of counting methods:

¢ when developing metrics concerned with services offered by an object, it is likely that only distinct
method names will be considered
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e service-oriented metrics may omit methods that implement operators, since they are seldom invoked
explicitly

e metrics aimed at predicting maintenance effort are more likely to include all the constructors sepa-
rately by counting signatures

¢ to understand what a class does, the most important source of information is its own operations.
Therefore, restrict counting to the current class, ignoring inherited members is another possibility,
sincethe class increment is the best measure of its functionality

¢ the approach of counting including all inherited methods emphasises the importance of state space,
rather than the class increment, in understanding a class. But if the inherited methods are included,
then features of derived class can be obscured

¢ allowing different strategies for each level of inheritance further increases the number of potential
counting strategies

Chidamber and Kemerer replied to these critics inii€ 94] by referencing the principle of counting the
methods in a class: "the methods that required additional design effort and that are defined in the class
should be counted, and those that do not should not.”

However we think, that there is no "correct” way to count methods; rather, the precise form appropriate to
particular circumstances must be specified, mainly where the quantities measured are then used to derive
metrics indirectly depending on the number of methods.

20.3.1.2 Response For a Class — RFC

Definition 8 The Response Set for a Class (RS) is a set of methods that can be potentially executed in
response to a message received by an object of that class. Mathematically it can be defined using elements
of set theory, as:

RS = {M} U; {RZ}
where{R;} is the set of methods called by metligthd { M } is the set of all methods in the class.

The Response for a Class (RFC) is the cardinality of the response set for that class. Mathematically the
RFC metric, can be expressed as:
RFC =| RS |

The response for a class (RFC) metric measures two different aspects: On the one hand it measures the
attributes of the objects in the class; on the other hand it expresses the potential communication between
the class that is measured and the other classes, as it includes method called from the outside the class.

Viewpoints. Chidamber and Kemerer suggests also a set of three viewpoints that should guide the inter-
preting and use of the results of this metric:

1. If alarge number of methods can be invoked in response to a message the testing and debugging of
the class becomes more complicated since it requires a greater level of understanding required on the
part of the tester

2. The large number of methods that can be invoked from a class, the greater the complexity of that
class.

3. A worst case value for possible responses will assist in appropriate allocation of testing times.

We have to observe that the three viewpoints are not independent, but logically derived. The first and the
third viewpoints are conceptually derived form the second viewpoint. In the same time the first and third
viewpoint are very similar. This affirmation is based on the fact that high complexity logically implies
complicated - and therefore time-expensive - testing and debugging phases.



272 Metrics (by R. Marinescu)

Critics. Referring to the RFC metric, Hitz and Montazeri inifitd 96b] give the following alternative
definition of the metric: "RFC is the union of the protocol a class offers to its clients and the protocols
it requests from other classes.” Their critic towards this metric refers to the fact that by measuring the
total communication potential, this measure is not only a measure of the complexity of the class but it
is obviously related to coupling and by this it is not independent of the CBO metric, also defined by
Chidamber and Kemerer

20.3.1.3 SIZE1 and SIZE2

This two size metrics were defined by Li and Henry in A3]. Size has been used as a software measure
for a long time. The Lines of Code (LOC) metric is used to measure a procedure or a function and the
accumulated LOC of all procedures and functions for measuring a program.

Definition 9 The SIZE1 metric is in fact the traditional LOC metric which is calculated by counting the
number of semicolons in a class. Thus the LOC metric is referred by Li and Henry as SIZE1:

SIZE1 = number of semicolons in a class

The second size metric defined in the mentioned paper is the number of properties, including the attributes
and methods defined in a class. This metric is referred as SIZE2 and is calculated as follows:

SIZE2 = number of attributes + number of local methods

Critics.  The critic of SIZE1 is that it is a metric defined for the traditional approach and, as the author
himself underlined the size factor in an object oriented program has not been well established. Another
critic, on the use of size metrics in the object orient approach comes from Stiglic, Hericko and Rozman.
According to them: "size metrics such LOC and Number of Classes are not very useful and obviously have
no relation with quality attributes.” [BG 95]. Also, these metrics were not discussed or analysed in other
papers and even the authors have concluded that the two metrics alone do not give useful information in
predicting maintenance efforts.

20.3.2 Measuring the Class Hierarchy Layout

This category of metrics tries to give indications on the quality of the class hierarchy layout of a project.

The quality of the class hierarchy plays a major role in the design of an object oriented system. It is clear
that this kind of metrics could be very important indicators in the early phases of the design, i.e. in the
classes identification phase, where the possible classes of the project are being identified.

20.3.2.1 Depth of Inheritance Tree — DIT

Definition 10 Depth of Inheritance Tree (DIT) represents the length of the tree from that class to the root
class of the inheritance tree. In cases involving multiple inheritance, the DIT value will be maximum length
from that node class to the root class of the tree.

An observation should be made, concerning this definition: as some object oriented languages, e.g. C++,
permit the use of multiple inheritance the classes can be organised into a directed acyclic graph instead of
trees.

1In fact this metric have been included also in the category of coupling metrics. We decided to present it among the complexity
metrics, because the viewpoints suggested by its authors emphasize the complexity aspect. Still we consider that RFC could be
considered also seen as a complexity metric.
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Viewpoints. For this metric the two authors also suggest three viewpoints that should guide its interpre-
tation and use of the results:

1. The deeper the class in the hierarchy, the greater the number of methods it is likely to inherit, making
it more complex to predict its behaviour.

2. Deeper trees constitute greater design complexity for that class, since more methods and classes are
involved.

3. The deeper the class is in the hierarchy, the greater the potential reuse of inherited methods.

Concerning the viewpoints defined before, especially the first two, one theoretical assumption that can be
made is that well designed OO systems are those structured as forests of classes, rather than as one very
large inheritance tree, as suggested by Basili, Briand and Melo AsI[85]. That means that a class

located deeper in a class inheritance lattice is supposed to be more fault-prone because the class inherits a
large number of definitions from its ancestors.

Critics.  No critics were found in the researched literature. Instead, Li and Henry analysed this metric
together with NOC, that will be presented below, from the perspective of coupling. Their viewpoint is

that inheritance is a mechanism by which coupling is realised. They call it coupling through inheritance
[L193].

20.3.2.2 Number of Children — NOC

Definition 11 The Number of Children (NOC) represents the number of immediate subclasses subordi-
nated to a class in the class hierarchy.

Viewpoints

1. The greater the number of children, the greater the reuse, since inheritance is a form of reuse.

2. The greater the number of children, the greater the likelihood of improper abstraction of the parent
class. If a class has a large number of children, it may be a case of misuse of subclassing.

3. The number of children gives an idea of the potential influence a class has on the design. If a class
has a large number of children, it may require more testing of the methods in that class.

An immediate conclusion is that the classes with a greater number of children have to provide more services
in different contexts, and thus they should be more flexible. An assumption that can be made is that such
classes will introduce more complexity in the design.

Critics. No critics were found in the researched literature. Instead, Li and Henry analysed this metric
together with DIT, that was already presented, from the perspective of coupling.

20.3.3 Metrics on Coupling Between Classes

The relationships between classes represent a major aspect of the object oriented design. Analysing the
viewpoints suggested for the different coupling metrics, we can remark that the reuse degree and the main-
tenance effort for a class are decisively influenced by the coupling level between classes. That means that
this kind of metrics should help project-designers to design the classes and especially the relations between
them, so that the coupling level might be as low as possible.
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20.3.3.1 Coupling Between Objects — CBO

Definition 12 The Coupling Between Objects (CBO) for a class is a count of other classes to which it is
coupled.

Viewpoints

1. Excessive coupling between object classes is detrimental to modular design and prevents reuse. The
more independent a class is, the easier it is to reuse it in another application.

2. In order to improve modularity and promote encapsulation, inter-object class couples should be kept
to a minimum. The larger the number of couples, the higher the sensitivity to changes in other parts
of the design and therefore maintenance is more difficult.

3. A measure of coupling is useful to determine how complex the testing of various parts of a design is
likely to be. The higher the inter-object class coupling, the more rigorous the testing needs to be.

Critics  Although the definition of coupling proposed by Chidamber and Kemerer ng®@1] was

widely accepted and appreciated in the literature some deficiencies have been identified. We will men-
tion some the most important critics found. Iniftz 95] the authors make a survey of the previously
defined metrics that should reflect the coupling between classes. Their analysis starts exactly from this
definition of coupling given by Chidamber and Kemerer.

The first critic of Hitz and Montazeri on this metric is that it does not differentiate between the strength

of couples, assuming that all couples are of equal strength. They differentiate and make a hierarchy of
coupling strength. The worst coupling that has been identified is the direct access of foreign instance vari-
ables. Also the coupling realised by sending messages to a component of one of the object's components
is considered stronger (worse) than sending messages to the object itself. Access to instance variables of
foreign classes constitutes stronger coupling than access to instance variables of super-classes. Another
differentiation can be made between passing a message with a wide parameter interface which yields a
stronger coupling compared with a message with a slim interface.

The second critic found in [Hz 96b] concerns the fact that it is not clear whether messages sent to a part
of self - i.e. to a instance variable of class type - contribute to CBO or not. Using strictly the definition
given by Chidamber and Kemerer this kind of class coupling should not be considered. This aspect is
also analysed by Li and Henry in [I93]. They also propose a metric that measures exactly this type of
coupling (DAC). We will present this metric below.

The third deficiency of the CBO metric is that it neglects inheritance related connections, that means they
exclude from their measure the couples realised by immediate access to instance variables inherited from
superclasses, a kind of coupling considered to be among the worst types of coupling.

20.3.3.2 Data Abstraction Coupling — DAC

Li and Henry propose also a set of metrics on couplingg8]. The metrics correspond to the two from
the three forms of object coupling that they have identified: coupling through data abstraction, coupling
through message passing and coupling through inheritance.

Definition 13 The metric which measures the coupling complexity caused by ADT's is called Data Ab-
straction Coupling (DAC) and is defined as:

DAC = number of ADT's defined in a class
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A class can be viewed as an implementation of an abstract data type (ADT). A variable declared within a
class X may have a type of ADT which is another class definition, causing a particular type of coupling
between the X and the other class, since X can access the properties of the ADT class. This type of coupling
may cause a violation of encapsulation if the programming language permits direct access to the private
properties in the ADT.

Viewpoints

1. The number of variables having an ADT type may indicate the number of the data structures depen-
dent upon the definitions of other classes. The more ADT'’s a class has, the more complex is the
coupling of that class with other classes.

Critics. No critics were found in the literature for this metric. Instead it is positively cited and accepted in
the software metrics literature. For example,Hitz and Montazeri cite it as an alternative to the CBO metric
from Chidamber and Kemerer.

20.3.3.3 Message Passing Coupling — MPC

One communication channel the object oriented paradigm allows is message passing. When an object
needs some service that the other object provide, messages are sent from the object to the other objects. A
message is usually composed of the object-ID, the service (method) requested, and the parameter list for
that method. Although messages are passed among objects, the types of messages passed are defined in
classes. Therefore message passing is calculated at the class level instead if the object level.

Definition 14 Message Passing Coupling (MPC) is used to measure the complexity of message passing
among classes. Since the pattern of the message is defined by a class and used by objects of the class, the
MPC metric is also given as an indication of how many messages are passed among objects of the classes:

MPC = number of send-statements defined in a class

Viewpoints

1. The number of messages sent out from a class may indicate how dependent the implementation of
the local methods are upon the methods in other classes.

Critics.  This may not be indicative of the number of messages received by the class. That means that in
defining this metric as a coupling measure the authors did not take into account the dependencies of other
classes to the class being analysed.

20.3.3.4 Number of Local Methods — NOM

Another metric used is the Number of local Methods (NOM) in a class. Since the local methods in a class
constitute the interface increment of the class, NOM serves the best as an interface metric. NOM is easy to
collect in most object oriented programming languages.

NOM = number of local methods in a class
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Viewpoints

1. The number of methods in a class may indicate the operation property of a class. The more methods
a class has, the more complex the class’ interface has incremented.

Critics.  This metric is just an interface metric. By itself it does not bring very much. In order to be used

it has to be combined with the previously presented metric, that is MPC. But in combining the two metrics,
we will obtain a new metric that is in fact another way of expressing Chidamber & Kemerer's RFC metric.
May be this is one reason for which this two metrics (i.e. MPC and NOM) where not discussed in the
literature, as they don'’t bring anything new.

20.3.3.5 Change Dependency Between Classes — CDBC

In [H1TZ 96b] the authors propose two metrics for the measurement of coupling. The first one is called
Change Dependency Between Classes (CDBC). In order to give the definition of this metric we need to
define some concepts used by the authors in this definition.

Definition 15 By state of a class we refer to class definition and the program code of its methods, i.e. a
version of the class implementation.

Definition 16 The Class Level Coupling (CLC) represents the coupling resulting from state dependencies
between classes during the development life-cycle.

The metric refers to the case of class level coupling CLC in the context of unstable server classes. In the
sequel, CC will signify the dependent client class and SC the server class being changed.

In order to define the CDBC attribute we have to investigate the possible relationship types. This can be
synthesised into table 20.2.

« = Number of methods of
CC potentially affected by
a change

SCis not used by CC at all 0

SC is the class of an instance variable of CC n

Local variables of type SC are used within j methods ¢f

CcC

SCis a superclass of CC n

SC is the parameter type of j methods of CC j

CC accesses a global variable of class SC n

Table 20.2: Relationship types between CC and SC and their corresponding contributicchange
dependency.

The maturity of the SC also plays an important role in the definition of the CDBC attribute as the ( value
is only relevant for those parts of SC that are subject to change. If SC represents a mature abstraction,
its interface is assumed to be more stabile than its implementation. Therefore akfagsrintroduced

(0 < k < 1) corresponding to the stability of SC’s interface. Using the notions introduced until now, the
degree of CDBC can be expressed mathematically as follows:
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ml m2
A= Z Oéi—l-(].—k) Zai

implement=1 inter face=1

where the first sum in the relation represents the sum of ( values corresponding to the m1 accesses of
CC to the implementation of the SC class; the second sum in the relation represents thecsuatuef
corresponding to the:2 accesses of CC to the interface of the SC. Because the SC class has a stability
degree of this term of the expression is multiplied withh — k)representing the instability degree of the

SC class. Knowing A, CDBC value is defined as:

CDBC(CC,SC) = min(n, A)

Viewpoints

1. The Change Dependency Between Classes metric (CDBC) determines the potential amount of follow-
up work to be done in a client class CC when the server class SC is being modified in the course of
some maintenance activity.

Critics. The CDBC metric was not very much discussed in the literature. In fact this is already a de-
ficiency of the metric. Although it has some interesting aspects it was not validated until now by the
specialists.

Another deficiency of this metric is the calculation of the stability degree k of the class. This factor is a
very important, but there are no concrete indications given by the authors of this metric on how to compute
it; thus it must be determined empirically. Following this conclusion, we can affirm that the stability degree

k of a class has to be provided by the designer of the class. This is a big disadvantage in a re-engineering
process as in most of the cases those who re-design the system do not know very well the design details
and history of that system.

20.3.3.6 Locality of Data— LD

The second metric on coupling is called Locality of Data (LD). This metric represents an attribute directly
connected with the quality of the abstraction embodied in the class.

Definition 17 The Locality of Data (LD) metric is defined by relating the amount of data local to the class
to the total amount of data used by the that class. For the C++ language the LD value for a class C can be
mathematically expressed by the relation:

ZT'L—1 | L; |
LD =<&=
Z?:1 | T; |

with,
M;(1 < i < n) methods of clas§,

but excluding all trivialread/write methods for instance variables;
T;(1 < i < n) the set o all variables used i;,
except for non-static local variables definedif;
Li(1<i<n)
the set of class-local variables accessediy directly or via read/write methods.

The authors include following variables in the category of class-local ones: non-public instance variables
of class C, inherited protected instance variables of its superclasses, static variables defined la&lly in
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We have to make the following observation: for the sake of robustness of the measure all the non-static
local variables defined in/; are not counted, as they don't play a major role in the design.

Viewpoints

1. The Locality of Data metric (LD) influences the class’s reuse potential.
2. Classes with high data locality are more self-sufficient than those with low data locality.

3. This metric also influences another external attribute: the testability of the class. The higher the LD
value the easier it is to test the class.

We should note that the main point of this metric is the notion of self-sufficiency! A class with a high
self-sufficiency, means that the class uses very few data’s that are not "local” to it. In fact the "non-local”
data that can be accessed by the methods of a class are: global variables and public instance variables of
the class, or of the superclasses.

Critics. The LD metric was not very much discussed in the literature. In fact this is already a weakness
of the metric. Like the CDBC metrics, although it has some interesting aspects it was not validated until
now by the specialists.

20.3.4 The Measurement of Cohesion

Another important aspect in the object oriented design is the level of cohesion for each class. The role
of this category of metrics is to detect the classes with a low cohesion level, as these classes represent
possible flaws in the design. These classes might be the subject of a redesign process, in most of the cases
by splitting. It is mostly desirable to have classes with a high level of cohesion.

20.3.4.1 Lack of Cohesion in Methods — LCOM

Definition 18 Consider a clas§’; withn methods\/y, Mo, ..., M,,. Let{I;} represent the set of instance
variables used by methadd;. There aren such set{l,}, ..., {I,}.

LetP = {(Ii,I;) | in1; = ¢}
andQ = {(Li,I;) | IinI; # ¢}.

Ifall nset{l,},...,{I,} arepletP = ¢. Then:

LCOM

|P|—]QIif |P|>]Q|
= 0, otherwise.

In other words the LCOM value represents the difference between the number of pairs of methods in class
C that uses common instance variables and the number of pairs of methods that do not use any common
variables.
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Viewpoints

1. Cohesiveness of methods within a class is desirable, as it promotes encapsulation.
2. Lack of cohesion implies classes should probably be split into two or more subclasses.
3. Any measure of disparateness of methods helps to identify flaws in the design.

4. Low cohesion increases complexity, thereby increasing the likelihood of errors during the develop-
ment process.

Critics. This metric has been criticised by Hitz and Montazeri inTTE196a]. The two authors demon-

strate that Chidamber and Kemerer's definition for LCOM does not obtain coherent results for similar
cases and exhibits some anomalies regarding the intuitive understanding of the attribute of cohesiveness.
Although they agree with the definition of LCOM presented im §i3] they propose a graph-theoretic for-
mulation, which they hope to be more precise. Their new definition leads to a second, improved version of
LCOM, and subordinated to it, which helps to differentiate among the ties in cases of LCOM = 1. We will
present this metric in the section 20.3.4.2 of this section. It also has to be mentioned the fact that Hitz and
Montazeri, like some other authors generally criticise the use of a subset from Weyuker's axioms by C&K

in order to theoretically validate the definition of their proposed metrics. For more details concerning this
point please review the section 20.2.2.2 in section 20.2.

Another critic to this metric comes from Bieman and Kang ingi8 95]. According to them, LCOM is

effective at identifying the most non-cohesive classes, but it is not effective at distinguish between partially
cohesive classes. LCOM indicates lack of cohesion only when, compared pairwise, fewer than half of the
paired methods use the same instance variables. In this paper the authors present two cohesion measures
that are sensitive to small changes in order to evaluate the relationship between cohesion and reuse. We will
present the two alternative metrics proposed by Bieman and Kang in section 20.3.4.3 later in this section.

20.3.4.2 Improvement of LCOM

As already mentioned in the previous section of this section, Hitz and Montazeri propose an improvement
of the LCOM metric [HTz 95].

Definition 19 LetX denote a clasd,, the set of instance variables for cla¥s and M, the set of methods.
We will also consider a simple, undirected gra@h(V, E) with

V =M,

and
E={(m,n) eV xV |3iel,:(maccesses) A (n accesses)}.

That signifies exactly those vertices are connected that in the graph that have at least one common instance
variable. We can now define LCOMJ as the number of connected components of that is the number
of "clusters” operating on disjoint sets of instance variables.

One of the critics on LCOM mentioned in Jifiz 95] was the lack of differentiation between the classes

with LCOM = 1. Among these classes there are still more and less cohesive classes possible. Especially for
big classes, it might be desirable to refine the measure to tell the structural difference between the members
of the set of classes with LCOM = 1. The two extreme cases are this:
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Figure 20.2: Sequential cohesion

Figure 20.3: Maximal cohesion

e Sequential cohesiofThis case is described in figure 20.2.

In this case each method has a set of common instance variable with two other methods. This case
corresponds to a minimum cohesive class design with LCOM=1. The cardinalifyfaf this case
is:

|E|=n-1

e Maximal cohesionThis case is described in Figure 2 below:

In this case allh methods access the same set of instance variables. This case is mapped to the
complete graph with the cardinality éf taking the value:

B |= n(n2— 1)

Thus we can break many of the ties a in the set of classes yielding LCOM = 1. The more edges in
the graphG,. , the higher the cohesion of the class. For convenience we| iapinto the interval

[0,1]:

| E]-(n—1)

MR T

Discussion and Conclusions. For classes with more than two methodscan be used to discriminate
among those cases with LCOM = 1 @sgives us a measure of the deviation of a given graph from the
minimal cohesive case. The two authors also observe that the anomalies they found for LCOM have
remained undiscovered in @b 94] in part because the validation of the representation condition has
been substituted by Weyuker’s axiom set. They concluded that any set of validation criteria should only be
employed in addition to the more fundamental representation condition.

20.3.4.3 Tight Class Cohesion—-TCC

Bieman and Kang propose in {Bv 95] a set of two metrics on cohesion, that should eliminate the weak-
nesses that they observed on LCOM.
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Definitions and Notations. In order to understand the definition of the Tight Class Cohesion (TCC)
metric we have to list some of the concepts the authors use in this article. Class cohesion is defined in
terms of relative number of connected methods in the class.The authors identify two mechanisms by which
individual methods are tied together:
1. The MIV relations, that involves communication between methods through shared instance variables,
2. Call relations, that involves the sending of messages directly (or indirectly) from one method to
another.

A client class can access only visible components of the class. In this model, invisible components of a
class are included only indirectly through the visible ones. Therefore, class cohesion is modelled as the
MIV relations among all visible methods (not including constructor or destructor functions) in the class.

There are three options to evaluate cohesion of a subclass:

e include all inherited components in the subclass
¢ include only methods and instance variables defined in the subclass

¢ include only inherited instance variables.

A method is represented as a set of instance variables directly or indirectly used b the method. The repre-
sentation of a method is called abstract method AM.
e DU(M) is the set of instance variables directly used by a mefiiod

e JU(M) is the set of instance variables indirectly used by a mefifod

Abstract Methods. Abstracted Class. Local Abstracted Class.

Definition 20 A class can be represented as a collection of abstract methdd$) where eachA M
corresponds to a visible method in the class. The abstract method set for a métisatie reunion of the
set of instance variables directly used hiyand the set of instance variables indirectly usedbyBased
on the notations we made above, theset of abstract methods for mettuach be formally defined using
set operators as:

AM(M) = DU(M)UIU(M)

Definition 21 The representation of a class using abstract methods is called an abstracte@4gssAn
abstracted class corresponding to a cl&gsan be formally expressed as:

AC(C) = |[AM(M) | M € V(CO)]|

whereV (C) is the set of all visible methods in a claSsand in the ancestors @'. The AM’s of different
methods can be identical thus there can be duplicated elememt€’in Therefore,AC' is a multi-set
(denoted by and||)

Definition 22 A local abstracted clas§LAC) is a collection ofAM’s where eactd M corresponds to a
visible method defined only within the class:

LAC(C) = ||AM(M) | M € LV(C)]|

whereLV (C) are the visible methods defined only within the cldss
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Number of Direct Connections. Number of Indirect Connections. The authors define two measures
of class cohesion based on the direct and indirect connections of method pailsPI€) to be the total
number of pairs of abstract methodsA@’'(C). N P is the maximum possible number of direct or indirect
connections in a class. If there are n methods in aclggken:

NP(C) = n(n—1)

2
Let NDC(C) to be the number of direct connections aidC'(C') be the number of indirect connections
in AC(C).

Definition 23 of TCC Tight class cohesion (TCC) is the relative number of directly connected methods.
Formally this can be expressed as:

TCCO(C) = %((CC;)

Viewpoints

1. TCC indicates the degree of connectivity between visible methods in a class.

20.3.5 Survey of Experimental Result Reports

One of the key problems in the study of metrics is the lack of practical experience in the use object oriented

metrics. Searching in the literature we can easily observe that there is a big disproportion between the
number of defined metrics and the number of experimental reports. As we will observe from this section a

very small number of metrics were experimentally validated. The most of the researchers who have focused
their interest on the suite of metrics proposed by Chidamber and Kemetnew B2] as this metrics are

the best known metrics so far. Some of the authors - like Bieman & Kang - have added to the theoretical

definition of the new metrics they were proposing, the results of their experimental studies regarding their

metrics. We will take a survey of the most important such experimental results found in literature.

20.3.5.1 Chidamber&Kemerer’'s Experimental Results

In the same article [G1D 94] where the two authors defined a suite of metrics for the object oriented
design, we find also an experimental result report for each of the six metrics that they defined.

Systems Description They used for research two systems that were strongly differing from each other.
The first one (called Site A) is a collection of C++ class libraries. The metrics data consist of 634 classes
from two C++ class libraries that are used in the design of graphical user interface (GUI). These libraries
were typically used in conjunction with other C++ libraries and traditional C-language programs in the
development of software used to UNIX workstation users. The second system (called Site B), came from
a semiconductor manufacturer and uses the Smalltalk programming language for developing flexible ma-
chine control and manufacturing systems. Metrics were collected on the class libraries used in the imple-
mentation of a CAM-system for the production of VLSI circuits. The metrics data were collected from
1459 classes, designed by over 30 engineers, that had an extensive training and experience with object
orientation.
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Analysis of the Results

¢ WMC Metric - The most interesting aspect was at this metric that despite the differences between
Site A and B, the distribution of the values at the two sites where very similar. This seemed to suggest
that the most classes tend to have a small number of methods (0 to 10), while a few outliers tend to
have a big number of them (106 - Site A; 346 - Site B).

e Another observation that was made is that an increased attention in the testing phase should be
accorded to the outliers that have also a big number of children, as through their reuse potential their
methods may affect many other classes.

e DIT Metric - Both Site A and Site B libraries have a low median value for this metric (1 at Site
A; 3 at Site B). This suggests that most classes in an application tend to be close to the root in the
inheritance hierarchy.

e At both sites, the libraries appeared to be top-heavy suggesting that designers may not be taking
advantage of reusing methods through inheritance. The Smalltalk application has a higher depth of
inheritance due, in part, to the library of reusable classes that are a part of the language.

e Another interesting aspect is the maximum value of DIT is rather small (10 or less). One possible
explanation is that designers tend to keep the number of levels of abstraction to a manageable number
in order to facilitate comprehensibility of the overall architecture of the system. Designers may
forsake reusability through inheritance for simplicity of understanding.

e NOC Metric - Like the WMC metric, an interesting aspect of NOC data is the similarity of the distri-
bution of the metric values at Sites A and B. This seems to suggest that classes in general have a few
immediate children and that only a very small number of outliers have many immediate subclasses.
This further suggests that designers may not be using inheritance of methods for designing classes.
The majority of the classes (78% at Site A; 68% at Site B) have no children.

e One explanation for the small NOC count could be that the design practice followed at the two
sites dictated the use of shallow inheritance hierarétadifferent explanation could be the lack of
communication between different class designers and therefore that reuse opportunities are not being
realised.

e The outlier at Site A is a class with 42 subclasses, that implemented a GUI-command. Further, none
of these subclasses had any subclasses of their own.

e CBO Metric - Both Site A and B class libraries have skewed distributions for CBO, but the Smalltalk
application has a relatively high median values.

e One explanation is that the difference of type of application are responsible for the difference. An-
other explanation may be the difference between the programming languages. The C++ programs
tend to have smaller CBO values. A third explanation might be that the coupling between classes is
an increasing function of the numbers of classes.

e The low median values (0 at Site A; 9 at Site B) suggest that at least 50% of the classes are self-
contained and do not refer to other classes. Since a fair number of classes at both sites have no
parents or no children, the limited use of inheritance may be also responsible for the small CBO
value.

¢ Analysing the outliers at Site B revealed that the classes that are responsible for managing interfaces
have high CBO values.

2Some C++ designers systematically avoid subclassing in order to maximize operational performance.
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e RFC Metric - The data from both Site A and Site B suggest that most classes tend to be able to invoke
a small number of methods, while a few outliers may be most profligate in their potential invocation
of methods. This reinforces the argument that a small number of classes may be responsible for
a large number of the methods that executed in an application, either because they contain many
methods (case of Site A) or that they call many methods.

e Another interesting aspect is the difference in values for RFC between Site A and Site B. The median
and the maximum values are higher than the RFC values at Site A. This may relate to the complete
adherence to object oriented principles in Smalltalk which necessitates extensive method invocation,
whereas C++'s incremental approach to object orientation gives designers alternatives to message
passing through method invocation.

e LCOM Metric - At both sites, LCOM median values are extremely low, indicating that at least 50% of
classes have cohesive methods. In other words, instance variables seem to be operated on more than
one method defined in the class. The Site A application has a few outliers that have low cohesion, as
evidenced by the maximum value 200. In comparison, the Site B application has almost no outliers,
which is demonstrated by the difference in the shape of the distributions.

¢ A high LCOM value indicates disparateness in the functionality provided by the class. The metrics
can be used to identify classes that are attempting to achieve many different objectives, and con-
sequently are likely to behave in less predictable ways than classes that have lower LCOM values.
Such classes could be more error prone and more difficult to test and could possibly be disaggregated
into two or more classes that are more well defined in their behaviour.

20.3.5.2 Experimental Study on C&K Metrics Suite

In the article "A Validation of Object-Oriented Design Metrics as Quality Indicators”, the three authors,
Basili, Briand and Melo, present the results of a study they conducted September-December 1994 at the
University of Maryland, in which experimentally investigated Chidamber&Kemerer’s suite of metrics from
the perspective of fault-proness for a clasa §B95].

System Description The system used for research was a medium-sized management information system
that supports the rental/return process of a hypothetical video rental business, and maintains customer and
video data bases. The same system was developed at the same time, by eight student teams in the C++
language. The students were not required to have previous experience or training in the application domain
or OO methods. The development process was performed according to a sequential software-engineering
life-cycle model derived from the Waterfall model. Errors found in the analysis and design phase were
reported to the students in order to maximise the chances that the implementation began with a correct
OO analysis and design. The testing phase was accomplished by an independent group composed of
experienced software professionals.Each team was provided with following libraries: MotifApp - for the
manipulation of a GUI interface; GNU library - for the manipulation of string, files, lists; and C++ database
library that provided a C++ implementation of multi-indexed B-Trees. Together with the libraries they got
program samples and complete documentation.

Data Collection The source code of the C++ programs were collected at the end of the implementation
phase. Also data about these programs and data about errors found during the testing phase and fixes during
the repair phase were also collected.

Analysis of the Results The analysis methodology that they used in order to detect the relationship
between metrics and the fault-proneness of classes was the logistic regression. Logistic regression is a
classification technique based on the maximum likelihood estimatiasH9]. In this case, a careful
outliers analysis must be performed in order to make sure that the observed trend is nit the result of few
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observations. The analysis consisted of two steps: Firstly, the univariate logistic regression was used to
evaluate the relationship of the metrics in isolation and fault-proneness. Secondly, a multivariate logistic
regression was performed, to evaluate the predictive capability of those metrics that had been assessed
sufficiently significant in the univariate analysis.

¢ Weighted Methods Count (WMC) - This metric was shown somewhat significant (p = 0.06) overall.
For new and extensively modified classes and for Ul (Graphical and User Interface) classes, the
results are much better: p = 0.0003 an p = 0.0001, respectively. As expected the larger the WMC, the
larger the possibility of fault detection. The authors suggest that these results can be explained by the
fact that the internal complexity does not have a strong impact if the class is reused verbatim or with
very slight modifications. In that case, the class interface properties will have the most significant
impact.

e Depth of Inheritance Tree (DIT) - This metric was shown to be very significant (p = 0.0000). As
expected, the larger the DIT, the larger the possibility of defect detection. Again, results improve
when only new and extensively modified classes are considered.

e Number of Children (NOC) - This metric appeared to be very significant, except in the case of Ul
classes, but the observed trend is contrary to what was expected. The larger the NOC, the lower the
possibility of defect detection. This surprising trend can be explained by the combined facts that
the most classes do not have more than one child and that verbatim reused classes are somewhat
associated with a large NOC. Since it was observed that reuse was a significant factor in fault density
[BAsI 95], this explains why large NOC classes are less fault-prone. Moreover, there is some insta-
bility across class subsets with respect to the impact of NOC on the probability of detecting a fault
in a class. This may be explained in part by the lack of variability on this measurement scale.

e Response for a Class (RFC) - This metric was shown to be very significant overall (p = 0.0000).
Predictably, the larger the RFC, the larger the probability of defect detection. However, the logistic
R2 improved significantly for new and extensively modified classes and Ul classes - from 0.006 to
0.24 and 0.36 respectively. Reasons are believed to be the same as for WMC for extensively modified
classes. In addition Ul classes show a distribution which is significantly different from that of DB
classes: the mean and the median are significantly higher.

e Lack of Cohesion on Methods (LCOM) - This metric was shown to be insignificant and this should
be expected since the distribution of LCOM shocks a lack of variability and a few very large outliers.
This comes in part from the definition of LCOM where the metrics is set to 0 when the number
of class pairs sharing variable instances is larger than of the ones not sharing any instances. This
definition is not appropriate as it sets cohesion 0 for classes with very different cohesion and keeps
us from analysing the actual impact of cohesion.

e Coupling Between Objects (CBO) -This metric is significant and more particularly for Ul classes
(p = 0.0000 and R2 = 0.17). But no satisfactory explanation could be found for the differences in
pattern between Ul and DB classes.

Another conclusions of the authors is that all metrics besides NOC, have a very stable impact across various
categories of classes (i.e. DB, Ul, New-Ext, etc.). This is somewhat encouraging since it tells us that, in
that respect, the various types of components are comparable.

20.3.5.3 Bieman&Kang's Experiments with TCC and LCC

System Description The system used for the experimental study was a C++ system having 25.000 non-
commented lines of code. In order to make the results be more relevant they respected following conditions:

e The classes without methods were not included
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e The virtual methods with empty bodies were not included

e Only local cohesion was used to remove the effects of the superclass

Analysis of the Results The conclusions of their experiments are:

e TCC and LCC measures can be used to locate the classes that may have been designed inappropri-
ately

Considering two forms of class reuse: (a) instantiation reuse - that is measured as the number of classes
where the class is instantiated; (b) inheritance reuse - that is the number of classes which inherit the class
(the number of direct or indirect descendants), the conclusions are:

¢ No relationship was found between class cohesion and instantiation reuse.

e The classes that are reused more frequently exhibit lower cohesion and this relationship holds gen-
erally for all levels of depth in the inheritance hierarchy.

20.4 An Experimental Study

In the previous section we presented an overview of some of the important object oriented metrics found in
the literature. In this section we will cover an experimental study that we conducted based on the metrics
from the literature. The section is composed of two parts: in the first part we will describe the process of
selecting the metrics to be studied from all the metrics presented before, including criteria that were used
for the selection; in the second part we will describe the results and the conclusions of the experimental
study.

20.4.1 Metrics Selection

In the previous section we presented and discussed a number of metrics that we found in the literature.
From this set of metrics we selected a reduced set of eight metrics that we want to study more closely. The
selection of the metrics is the first step of our experimental study. It is based on the literature research that
we made, and it conforms to the selection criteria that we will mention below. Corresponding to the figure
that we used before, we are analysing in this section the first step: the selection of the metrics.

The Selection Criteria In order to make a selection, we first need to establish a set of criteria that should
guide the selection process. The establishment of these criteria has to consider the ultimate goal of the
study. As our goal is to find out which of the metrics can be successfully used in order to improve the
quality of a project design, there will be two criteria: the theoretical evaluation of the definition of the
metric and the conclusions of some, very few reports on the experimental use of the metric.

e Critical Evaluation from the Literature.The most of the metrics defined in the literature are the
subject of much debate among the specialists. Every time a new metric is defined it provokes a
lot different reactions. Thus the first selection criteria is the way the metric is perceived by the
specialists. This is why as we discussed the different metrics we have also presented some of the
important critics that were found. If a particular metric definition was strongly criticised in the
literature it means that it has small chances to be a good indicator of the design quality. On the other
hand a metric that encountered a positive reaction from the researchers, has better chances to be a
useful one.
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e Results and Conclusions of Previous Experimental Reftitscriteria is related to the conclusion
of the previous experimental works concerning this metrics. There are not very many such reports,
and this is also a reason for making this study. But still there are, as we have already shown in the
last section some such studies where some of the most important metrics are analysed. We used that
results to eliminate some of the metrics that were proved not to be relevant, as we will see in the next
section.

20.4.2 The Set of Selected Metrics

We will discuss the selection of the metrics described in section 20.3, by grouping them in the same manner
they where grouped before, that means classified conforming to the category to which they theoretically
belong. Finally we will synthesise the results of the selection in a table.

Class Complexity Metrics. Analysing the several viewpoints suggested for each metric, it becomes clear
that we generally expect from these metrics to be predictors of the maintenance effort for a class. They may
also be an indicator of the central classes in a project. We may also say that the place of the complexity
metrics in the object oriented design process may be the phase of identifying the semantics of classes, and
some of the metrics may be used also in the class identification phase.

e Weighted Method Count — WMC. We decided to select this metric from Chidamber & Kemerer’s
suite because it was respecting the two criteria that we established. On the one hand there were no
serious critics concerning the definition of the metrics; on the other hand the conclusion from the
two experimental reports (i.e. C&K’s report and the report from Basili, Briand & Melo) is that the
metric is really giving indications that conform to the theoretical assumed viewpoints.

e Response For a Class — RFOMNe decided to select this metric from Chidamber & Kemerer’s suite
because it was respecting the two criteria that we established. On the one hand, the only critic that
we found was that it includes both aspects of class complexity and aspects of coupling measure, but
we considered that it is interesting to test experimentally if in the practical use of this metrics this
critic is a real disadvantage. We also decided to include this metric in the set of metrics to be studied
as two experimental reports that we found (i.e. those mentioned at WMC) is that the metric is really
giving indications that conform to the theoretical assumed viewpoints.

e SIZE1 and SIZE2We decided not to select this metric from Li & Henry because it presented severe
weaknesses in respect to the two criteria that we established. Firstly, the SIZE1 metric is defined for
the traditional approach and, as the author himself underlined the size factor in an object oriented
program has not been well established. Also, these metrics were not discussed or experimentally
studied in other papers and even the authors have concluded that the two metrics alone do not give
useful information in predicting maintenance efforts.

Class Hierarchy Layout Metrics It is clear that what we expect from this kind of metrics is that they
should be very important indicators in the early phases of the design, i.e. in the classes identification phase,
where the possible classes of the project are being identified. From this perspective we analysed these
category of metrics.

e Depth of Inheritance Tree — DIT. We decided to select this metric from C& K’s suite because it
was respecting the both selection criteria that were required. On the one hand there were absolutely
no critics concerning the definition of the metrics, and more this metrics together with NOC were
widely discussed and appreciated; Also the conclusion from the two experimental reports (i.e. those
mentioned at WMC) is that the metric is really giving indications that conform to the theoretical
assumed viewpoints.
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o Number of Children — NOC. We decided to select this metric from Chidamber & Kemerer's suite

because it was respecting the two criteria that we established. In the same manner as it was in
the case of DIT no absolutely no critics concerning the definition of the metrics, and more this
metrics together with NOC were widely discussed and appreciated; Also the conclusion from the
two experimental reports (i.e. those mentioned at WMC) is that the metric is really giving indications
that conform to the theoretical assumed viewpoints.

Coupling Metrics The relationships between classes represent a major aspect of the object oriented
design. What we suppose that this kind of metrics should do is to help project-designers to design the
classes and especially the relations between them, in order to lower the coupling level, as much as it is
possible.

Coupling Between Objects — CB®/e decided not to select this metric from C&K as it is very
criticised in the literature. The critics that were made posses strong arguments as we have seen
this in the previous section. More than that the researchers that criticised it proposed alternative
and more comprehensive definitions for coupling metrics (e.g. LD, DAC) The conclusion from the
two experimental reports (i.e. C&K'’s report and the report from Basili, Briand & Melo) were not
negative at all. Basili & co. appreciated that the metric is relevant but, some of the results can not
be explained. The decision not to include this metric was based on the fact that, we posses better
definitions for coupling.

Data Abstraction Coupling — DAC. We decided to select this metric from Li and Henry because it

is often cited in the literature and seen as an partial alternative to C&K's CBO metric covering the
coupling through ADT’s [HTZ 96b]. On the other hand this metrics was studied experimentally very
little, except by the authors themselves. As the results of their study was positive we still decided to
select it.

Message Passing Coupling — MP@/e decided not to select this metrics proposed by Li & Henry
because it presents severe weaknesses in respect with the two criteria that we defined. Firstly, the
MPC metric is not taking in account the dependencies of Also, the metrics was not discussed or
experimentally studied in other papers and even the authors have concluded that the metric alone
does not give useful information in predicting maintenance efforts.

Locality of Data — LD We decided not to select this metric from Hitz & Montazeri because from the
theoretical point of view there are some unclear aspects of its definition, although it is covering some
aspects of coupling that were never before analysed. The only problem with this metric is that until
now it was not validated and that there is no experimental report.

Change Dependency Between Classes — CDB@e decided to select this metric from Hitz&Montazeri
first, because it is a metrics that directly addresses an important aspect in re-engineering: mainte-
nance effort. A second reason for selecting this metric refers to the very interesting aspects included
in its definitions, like considering the stability of the server class and calculating the metripdor a

of classes instead of computing it for only one class.

Cohesion Measurement Metrics Another important aspect in the object oriented design is the level of
cohesion for each class. The classes with a low cohesion level represent possible flaws in the design, and
we hope that by using cohesion metrics we will be able to detect them. These classes might be the subject
of a redesign process, in most of the cases by splitting.

e Lack of Cohesion on Methods — LCOM/e decided not to select this metric from C&K as it is the

most criticised metric from the whole suite in the literature. The critics have a well argumented
justification and we referred to this in the previous section. Also the conclusion from the two exper-
imental reports (i.e. C&K'’s report and the report from Basili, Briand & Melo) are not positive at all.
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Basili & co. appreciated in their report that the indications that they got from this metric were totally
irrelevant.

e Tight Class Cohesion — TCC We decided to select this metric proposed by Bieman and Kang
because it was fully respecting the two criteria that we established. The most important aspect is that
it proved - from the experimental research of its authors - to be a very efficient option for cohesion
measurements.

Conclusions on the Metrics Selection. We will conclude this section presenting in a synthetically form
the results of the metrics selection stage:

Name of the metric Selected?
Weighted Method Count — WMC YES
Response For a Class — RFC YES
SIZE1 and SIZE2 NO
Depth of Inheritance Tree — DIT YES
Number of Children — NOC YES
Coupling Between Objects — CBO NO
Data Abstraction Coupling — DAC YES
Message Passing Coupling — MPC NO
Number of Local Methods — NOM NO
Locality of Data — LD NO
Change Dependency Between Classes — CDBC YES
Lack of Cohesion on Methods — LCOM NO
Tight Class Cohesion — TCC YES

Table 20.3: A summary of the metrics and their selection status

¢ From Table 20.3 we can see that from the initial set of 13 metrics grouped in 4 categories, we decided to
continue our study with a number of 7 metrics, distributed like this on the four groups: WMC and RFC
are the two metrics selected from the group of class complexity metrics; both NOC and DIT were selected
from the class hierarchy layout group; DAC and CDBC will be the metrics to be analysed on the aspect of
coupling, while TCC will be representing the metrics that are measuring cohesion.

20.4.3 The Experimental Context

In this study we used three different that sites from two organisations. We will refer them in the next
sections as Site A, Site B and Site C. Site B and C are two software components that are independent
parts of a bigger project developed by the company. The three systems are developed using different C++
environments and were developed for different operating systems. We chose them this way in order to
assure the conclusions of this study possess a high degree of generality.

Site A. This site is an object oriented system produced under the Windows NT( operating system, and
developed in the Microsoft Visual C++ programming environment, in conjunction with the Microsoft Foun-
dation Classes( library (MFC). The system has 232 classes, and can be therefore considered a large-scale
object oriented system. As it is developed more recently than the other two sites, and because it is devel-
oped using MSVC it uses many of the advanced C++ facilities (like templates) pure virtual classes that the
other two sites are not using. This



290 Metrics (by R. Marinescu)

Site B and Site C. These two sites represent two object oriented systems produced under the SunOS(
operating system, and developed using an integrated C++ programming environment based on the GNU
C/C++ compiler, and of course it is using a number of C++ and C libraries. Both software components, that
are part of a very large user interface(Ul) project. The company that produced this software is one of the
largest companies in the world in the area of communications, and the large application we are speaking
about is also in this domain of telecom networks. The large application was split in a number of parts,
called subproducts. The component that are including the two sites was intended to offer basic networking
service to other subproducts. There are three such subproducts: the switch management system (NSS);
the base station management system and the transmission management. The major requirement of this
Ul subproduct was to assure concrete flexibility at the top-level Ul. The top-level Ul provides a graphical
representation of the of the managed telecom network Thus it is a key component of the whole application.

In order to have an image of the dimensions of the two Sites, we may say that Site B is a quite small
component, including just 20 classes, while Site C is a medium one with 63 classes.

We took the decision to use these sites as they are from many points of view different and thus representative
for different types of object oriented applications.

20.4.4 The Experimental Results
20.4.4.1 Weighted Method Count — WMC
The Results The metric was studied using two definitions of the complexity function:

¢ Unitary Complexity - that is to consider that each of the methods of the class has the same complexity,
in other words to ignore the complexity of methods.

e McCabe’s Cyclomatic Complexity - that means that for each method its complexity has to be first
calculated. The McCabe’s Cyclomatic Complexity is defined as the number of linearly independent
paths in a method and therefore the minimum number of the paths that should be tested.

The results for this metric are presented in Table 20.4.

Complexity Definition| Site Name| Minimum | Average| Maximum
Site A 0 21 222
McCabe Site B 0 21 99
Site C 0 56 393
Site A 0 13 113
Unitary Site B 0 10 34
Site C 0 16 87

Table 20.4: Summary Statistics for the WMC metric

Results Interpretation

e The metric should show us the classes which have the highest degree of complexity, that are the
classes who needs more maintenance effort. Our attention has to be focused on these outliers.

e The classes with a high WMC are supposed to be the central classes in a project, as they are contain
a high amount of complexity.

¢ We also expect that this classes should be deep in the class hierarchy, and have few or no children.
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Figure 20.4: WMC Graphic for Site A

Experimental Observations

1. A general observation is that for all sites the most of the classes are simple, and the number of the
outliers are few, but having a very high values.

2. The top of the outliers is in some situations (e.g. Site C) is strongly determined by the way we choose
the definition of complexity. For example a class can have a large number of very simple methods,
and if calculate the complexity using the unitary definition we may obtain completely different results
as for the case of using McCabe’s cyclomatic.

3. Related with the previous observation, we would recommend not to use the unitary complexity defi-
nition, but instead use McCabe definition.

4. An also important conclusion is that in all of the cases the outliers proved to be the central classes
of the application. This information can be used at the beginning of a re-engineering (re-designing)
process for a unfamiliar software, as it is recommended to start the study of a software with the main
classes. We may say that WMC gives very important help in this area.

20.4.4.2 Response for a Class — RFC

The Results. The results for the RFC metric are presented in Table 20.5.

Site Name| Minimum | Average| Maximum
Site A 0 14.66 133
Site B 0 10.25 49
Site C 0 31.63 155

Table 20.5: Summary Statistics for the RFC metric

Results Interpretation.

e The RFC value indicates us the measure of its protocol it offers to other classes and the number of
methods it invokes from other classes.

e We also observe from its definition, that this metric refers to two aspects: coupling and complexity.
It is interesting to see the way it practically is related to WMC in the aspect of complexity and to
DAC in the aspect of coupling.
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Experimental Observations

1. Comparing the outliers from WMC with those from RFC, in Site A the strongest outlier is same for
both metrics, but the other two are different. In Site B the first two outliers are identical; and in Site
C the top outlier for WMC is the third outlier for RFC. Another connection observed between the
two metrics can be seen below at point 3.

2. In order to obtain comparable results on different projects it would be interesting to normalise the
metric by dividing its value to the total number of methods in the class. This will be done in a future
research.

3. Another observation that should be made is the big difference of the medium (average) values of Site
C compared wit the other two sites, and especially to Site A. Although the Site A is much larger
than Site C, the average RFC value for Site C is much higher than in the other Site - 31.63 compared
to 14.66(A) and 10.25(B). The same observation could be made also on WMC where the average
value is two times higher when using McCabe’s definition of complexity. This might indicate that the
classes, respectively the methods in Site C are very complex, and that may indicate a high complexity
degree and thus a hugh fault-prones rate.

4. We should also remark for this metric the difference in the form of the graphics, for Site B compare
with the other two. This site is the smallest one. It seems that smaller applications tend to have
their methods better distributed among the classes than larger applications who tend to make a small
number of classes be responsible for a large number of methods executed in the program.

20.4.4.3 Number of Children — NOC

The Results. The results for the NOC metric are presented in Table 20.6.

Site Name| Minimum | Average| Maximum
Site A 0 0.38 6
Site B 0 0.10 2
Site C 0 0.11 7

Table 20.6: Summary Statistics for the NOC metric
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Results Interpretation.

e The metrics could tell us how much the reuse facility of the object-oriented approach is used by the
designers. If a class has a very low NOC value that means that the class is not very much reused.

e On the other hand extreme high values for NOC may indicate us that the class that has that high
value may be an improper abstraction, and that subclassing was misused.

e Also a class with a high NOC value requires more testing effort as it has a higher potential influence
in that class.

Experimental Observations

1. All the three sites present the same aspect: the most of the classes tend to have no children (67% in
Site A; 95% Site B and 98% Site C) or very few children. It can be observed that the producer of
Site B and C is obviously not using the facility of subclassing almost at all. This may be a design
practice or a sign of lack of communication among the programmers who implemented this.

2. On the other hand the outlier of Site C is extremely high if we relative to the other classes. That class
should be carefully analysed in order to see if there is no possibility of reducing its NOC value. The
same thing is valid for all the sites, and may be a practical advice for project managers.

3. A conclusion and in the same time an indication is that classes with a high WMC and in the same
time high NOC value are not at all desirable in a project. We suggest as a future work to study more
closely the possibility to detect critical classes in a project by analysing a combinations of the two
metrics.

4. We also may observe and indicate that the systematic use of this metric during the design phase
of a project may help to restructure the class hierarchy and to exploit the common characteristics
especially in GUI applications as it is in our case.

20.4.4.4 Depth of Inheritance Tree — DIT

Results. The results obtained for the DIT metric on the three case-studies are presented in Table 20.7.
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Site Name| Minimum | Average| Maximum
Site A 0 1.61 9
Site B 0 0.25 1
Site C 0 0.54 1

Table 20.7: Summary Statistics for the DIT metric
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Results Interpretation.

e A class with a high DIT value is a class that is situated deep in the class hierarchy, and thus its
behaviour is more unpredictable as it may inherit attribute (i.e. methods) from a larger number of
classes situated higher in the hierarchy.

e A high DIT for a class has also a positive interpretation, that is: such a class is supposed to take
advantage of the reuse possibility.

Experimental Observations

1. The average value is very small, although in Site A is 3-5 times higher than in Site B - Site C. But
still values like 1.6 ; 0.25 ; 0.54 are very low, suggesting that generally the most of the classes (100%
in Site B and Site C; and 58% in Site A have a DIT j 2) in an application tend to be closer to the top
of the hierarchy.

2. Itis only Site C which has the majority of its classes having a non-zero DIT value, that means that
more than 50% of the classes in that project are derived from another class. This may be a good sign
in the sense of reuse, but on the other hand we have to see that the whole application is organised
only on two levels, while Site A, although the majority of its classes are at the top of the hierarchy,
has a maximum DIT value of 9. We may conclude by saying that the quality of the hierarchy layout
has to be determined based not only on all the collected data.

3. We may also conclude that there has to be a trade-off between maintenance requirements and adding
more design complexity to a class. Resources between design and testing could be adjusted accord-

ingly.

20.4.4.5 Data Abstraction Coupling — DAC

Results The results obtained for the DAC metric on the three case-studies are presented in Table 20.8.
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Site Name| Minimum | Average| Maximum
Site A 0 6.56 43
Site B 0 6.35 21
Site C 0 13.27 53

Table 20.8: Summary Statistics for the DAC metric

DA (18) Graphic for Sée A

Bumbar_of _Clanran

Figure 20.8: DAC Graphic for Site A

Results Interpretation.

e The metric measures the relation of a class with the rest of the system it belongs to. The DAC value
for a class is defined as the number of ADT — Abstract Data Types — that are instantiated and used
in that class. That means it is desirable that classes have a low DAC value as this indicate that such
classes are more self sufficient, and thus less exposed to modifications as the system, i.e. the other
classes from the system suffer changes. Based on the previous point we may say that classes with
a high DAC value are more unstable, while the other ore more stable when a change occurs in the
system.

Experimental Observations

1. We observed as we did also for WMC and RFC, that the Site C has a very high average value com-
pared with the other two sites which have very close values. This may consolidate our assumption
that this Site C has a quite poor design and should be reviewed

Quality Improvement MethodBased on DAC metric. We may suggest the following two-step method-
ology of improving the quality of a projects (a software system) using this metric:

Step I: Identify all the classes with a high DAC value.
Step II: Analyse all the ADT's in that class, by asking two questions:

1. Isit necessary or does it make any sense to declare this complex variable in this class?

2. The method(s) which is using that ADT , shouldn't it belong to another class?
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Improvements of the Definition of the DAC Metric.

1. We consider the metric could be more efficient in detecting the coupling in a system if we wouldn’t
consider in the DAC’s definition all the complex variables from a class, but only the user-defined
ones. This proposal is based on the observation that the library classes are more stable than the
user-defined ones, and thus the coupling to such classes is insignificant compared to the coupling to
a user-defined class. What makes coupling to be a problem is the instability of the component to

which a class is coupled.

2. The second proposal refers to the fact that the metric is not normalised. This is one of the further
study directions that we want to suggest. For the particular case of DAC we propose the following
normalisation of the metric: the DAC value for a class should be divided by the total number of

classes minus one.

20.4.4.6 TheCDBC Metric

The Results. Below we present a summary of the results on this metric (Table 20.9):

SiteName| k=00 | k=05 | K=1.0
Site A 1 0.5 0
Minimum Site B 1 0.5 0
Site C 1 0.5 0
Site A 8.64 5.15 1.24
Average Site B 8.11 4.77 1.18
Site C 6.97 3.81 0.39
Site A 113 113 113
Maximum Site B 95 48 31
Site C 189 95 30

Table 20.9: Summary Statistics for the CDBC metric
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Figure 20.9: CDBC Graphic for Site A
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e The metric should measures the potential amount of follow-up work to be done on a client class
when the server class is modified in the course of some maintenance activities.

e The follow-up work is expressed by the number of methods from the client class that have to be
modified when a change occurs in the server class.

e The metric should measure the strength of the coupling between two classes, that means CDBC can
give indications concerning coupling.

Experimental Observations

1. Depending on th€DBCvalue for a couple, we may say that some couplestiomgor weak We
have empirically defined the strong couples hauin§BC < 5, and we counted the number of
strong couples for each client class. The most complex class in Site A was strongly coupled to 15
classes. Comparing this top with the results of ki€ metricwe concluded the therder of the
mostly coupled classes remains approximately the same.

2. Inusing this metric a key pointis choosing the value of the stability féctdve made measurements
varying the stability factork = 0,0.5,1.0) and observed the evolution of the top 10 outliers. For
k = 0 (high instability of the server class) the top client classes were mostly the big classes in the
projects. Wherk was considered at a middle value (0.5) although the top 10 didn't change very
much compared té = 0.0, yet a couple of new pairs began to "raise up” in the top. When taking
k = 1.0 these new pairs took first places in the top.

3. In addition to the previous observation, we remarked that on the one hand there are minor differences
between the top 10 fdr = 0 andk = 0.5, but there are major differences between the the top 10 for
k =0andk = 1.0.

4. We have analysed the cases whaltethe methods of the client class are potentially affected by
changes in the server clasSIBC = number of methods in the CC). Our goal in doing this was to
detect the most frequent causes for this undesired situation. Two major causes where detected:

¢ Inheritance. The client class accesses members inherited from one of its superclasses. We
observed that for classes having a deeper place in the class hierarchy, this kind of coupling was
the strongest and the most frequent one.

e Access to Implementation The client accesses the implementation of a class, through an
instance variable. In most of the cases, it accesses the data fields of a data structure, causing an
access to the implementation of the class that encapsulates the data structure.

Conclusions on CDBC

1. TheCDBC metric proved to be a very good indicator of tbigent classewith a high degree of
internal coupling. From this point of view the metrics may be used in the design practice in order to
try reducing the strength of coupling, and thus the sensibility towards changes in the system.

2. Another very important and interesting conclusion is that this metric can prove to be useful also from
the perspective of theerver classIn order to reach the first conclusion we grouped the results by
the client class. Now, if we group the results by the server class, we can detect the most used classes.
It is desirable that such classes should have a high stability, because of their strong influence on the
other classes in the system.

3. In other words, two rules have to be obeyed in order to redudgEC value:

e Reduce the number of the accesses of the client class to the implementation of the server class
¢ Raise the stability degree of the server classes that are much used.



298 Metrics (by R. Marinescu)

20.4.4.7 Tight Class Cohesion—TCC

The Results. Below we present a summary of the results on this metric (Table 20.10):

Site Name| Minimum | Average| Maximum
Site A 0 0.43 1
Site B 0 0.42 1
Site C 0.1 0.46 1

Table 20.10: Summary Statistics for the TCC metric
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Figure 20.10: TCC Graphic for Site A

Results Interpretation.

e The metric is measuring the internal coupling of a class, i.e. the class cohesion. The TCC value is
defined as the fraction from the number of visible methods pairs in a class, that are connected(related)
by an access of a common instance variable.

e The values of TCC are normalised in the range between [0,1]. The higher the value of TCC for a
class, the stronger the cohesion of that class, and consequently the better the design. Classes that have
a TCC-value lower than 0.5 (or better lets say 0.3) are candidate classes for a redesigning process.
The redesigning consists in a possible splitting of the class in two or more smaller classes that are
consequently more cohesive.

e From another perspective the subjects with a low LCC may indicate classes that have more than one
functionality.

Experimental Observations

1. The metric was proved to be very effective for the classes built on the "classic” principle in object-
orientation, that is a class centered on a data-structures, and where methods are manipulating and
modify these data structures. These classes are in most of the cases container classes, classes that
have been created using design tools like OMT.

2. On the other hand this metric has proved to be not very efficient when classes that are using - mostly
by means of inheritance - elements from predefined libraries (like MFC), because in this case many
of the methods are not coupled through data structures; the methods are more semantically related.
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3. As the authors of the metrics also suggested in applying the metric the abstract methods should not
be considered, as abstract methods do not access no instance variables at all.

4. Classes with a big number of methods have in 99% of the cases a low TCC cohesion value. But the
reciprocal is not true in the same measure, that means that we found in Sites B, and Site A classes
with TCC = 0 and having just a reduced number of methods (8 or less)

5. Allthe three analysed sites although they have a very different number of classes and are implement-
ing different types of applications have very similar results. The average value is very close to 0.5,
although it is under that value.

6. We also found a container class with a very low TCC value. The reason was that the specific type
of implementation of that classes. Any container class needs functions acting on two levels: a set of
low-level functions that manipulate directly the data-structure (list, table, etc.) and a set of high-level
methods, that do not act directly on the data structure but by invoking the low-level functions. In our
particular case the designer decided to include all the methods in one single class. If we would have
split the class in two classes, one for the data-structure and the low-level methods and another one
that defines an instance variable of the low-level class, and implements the container class, than both
classes are expected to have high TCC values.

7. The advantages of splitting classes that are not cohesive are:

e Comprehensibility. Classes are easier to be understand, as their is a clear determination of the
functionality and structure of a class.

e Reusability. It is expected that implementing a container class as we proposed it before will
raise the possibility of and easy reuse.

8. Analysing the Site A we observed that classes that are used just to hold particular data and which
have just a pair of methods to set and to retrieve that data have low TCC value, and in this case there
is no possibility to split the class.

20.5 Measuring Reuse by Inheritance

Based on the findings in the previous study of metrics (see Section 20.4) and especially of coupling, we
define a set of new metrics that try to eliminate the weak points of previous definitions and support re-
engineering activities. This section is structured as follows: first, we discuss the motivation of our approach,
and present three guidelines for the definition of metrics propoer for re-engineering. Next we introduce the
concept ofmulti-layered systems of metriamd propose two such systems for the measurement of reuse

by inheritance. We conclude the section by presenting the results of an experimental study based on these
new metrics and taking a look at the future work that has to be done.

20.5.1 Introduction

The need of analysing and assessing object-oriented software has dramatically increased in the last years.
This has lead to a large amount of research effort being invested in the area of object-oriented software
measurement, both for predicting and evaluating the quality of softwaxez[B6b]. In spite of the great

need for proper measurements and of the intense research efforts on object-oriented metrics, the large
majority of the proposed measurements were not assimilated in the industiry §Ba).
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20.5.1.1 Why Do Metrics Often Not Help?

We think there are three main causes for this fact. First, there is a constant lack of following a rigourously
specified process for defining software measuresiABR6a]. Both Fenton [ENT 97] and Whitemire

[WHIT 97] emphasised this aspect proposing such rigourous processes for defining metrics, yet these pro-
cesses are still not followed. The use of a standard terminology or formalism would eliminate the ambi-
guities found in most metrics definitions and would increase therefore their usefulness and trustworthiness
[BRIA 96b] [FENT 97]. Second, metrics definitions are not only quite ambiguous, but also very dispersed.
In other words, there is a lack of order among metric definitions. This order would permit to compare
and group together similar metrics offering in the same time a frame in which further contributions could
be easily added [BIA 96b]. Finally, the use of software metrics is reduced because of lack of consistent
experimental results for the proposed metrics. In the end, these results are the on which indicate if it is
really useful to apply a particular measurement.

Therefore, our goal is to define in a rigourous manner a system of object-oriented measures, proving that it
represents an adequate frame for defining further measurements that evaluate the different aspects of reuse
by inheritance, and showing how this system can be applied to the re-engineering process.

20.5.1.2 Three Guidelines for Defining Proper Metrics for Re-engineering

We assert that metrics used in re-engineering must reflect deep and sophisticated characteristics of the
object-oriented design, and therefore the definition of such metrics are not expected to be trivial. Three
guidelines can be deduced from this principle:

e Don't fear complex metricsiWe need to refocus our efforts from the study of trivial metrics to more
complex metrics.

¢ Take full advantage of the source-codige need to use the class interfaces, but also take advantage
of their implementation; this is not available when we design the system, but it is available when we
re-design it, therefore it should be used. We expect that this will lead us to definitions of metrics that
are more useful for the goal we want to reach.

e Go for the real thing! Because most metrics are based on design-level information, they can only
measure potentials of internal attributes, like coupling, cohesion or reuse. This might be enough for
predicting the quality of a system based on the design, but it is insufficient for assessment of a system
during a re-engineering process. Therefore, we need to use metrics that will measure the real state
of the attributes, not only the potential.

We will illustrate the third guideline through an example related to the metric system that we will define
next. One of the viewpoints for the NOC metric is: "The greater the number of children, the greater the
reuse, since inheritance is a form of reuseri[€ 94]. But on a careful analysis we observe that this metric

is in fact not a measure of the real reuse, but of the potential reuse of the base class. In order to measure
the real reuse we have to analyze the derived classes and look for the places where this reuse happens. This
requires the analysis of the bodies of the child class methods; and this is an important part of measurement
definitions we are going to propose next.

20.5.2 Definitions and Notation

Definition 24 (Set of Classes.Structurally, an object-oriented system consists of a set of clagses,
Thus, for every clasgin the systemg € C.

definition At the class-level we define following concepts:
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Definition 25 (Declared and Implemented Methods)[BRIA 96b]. For each clasg € C let

e M(c) be the set of the methods from class;

e Mp(c) be the set ofleclared methodsin ¢, i.e. the virtual methods af and the methods that
inherits but does not override;

e M;(c) be the set oimplemented methodsin ¢, i.e. the inherited methods thabverrides and the
non-virtual, non-inherited methods af

Thus,M (c) = Mp(c)|J My (c) andMp(c) ( My(c) = 0.

Definition 26 (Set of Methods.) The set of all implemented methods of a set of claSsessnamed set of
methods, notated M(Clrormally,
M(©) = |J Mi(o)

ceC

Definition 27 (Defined Class Member.)A defined class membedidn,.) of a classc € C, is a non-
inherited attribute or a implemented method of that class. The set of defined class members is denoted
by DCM (¢) (dem. € DCM (c)).

Definition 28 (Accessible Class Member.An accessible class membeictn.) of a classe € C, is a

defined class member that is accessible to other classes. The set of accessible class members is denoted by
ACM c) (acm. € ACM(c)). Between the set of defined class members and the set of accessible class
member exists an inclusion relatiovic € C, ACM (¢) C DCM (c).

Definition 29 (Set of Ancestors.)The set of classes from which a clasis directly or indirectly derived
is called set of ancestors of clagsnotatedA(c).

20.5.3 Defining a Multi-Layered System of Metrics

Definition 30 (Multi-Layered System of Metrics (MLSM)) . A multi-layered system of metrifdLSM)
is a set of interdependent metric definitions organised in layers, in which the definition of each layer — ex-
cepting the lowest — is based upon the definitions of the lower layers in the system.

The motivation behind the definition of multi-layered systems of metrics stays in the fact that most internal
measurement attributes are too rich conceptually to be measured by using a single metric. This fact has
caused in the past a lot of confusion.

This multi-layered approach is not new. In fact, it follows the same divide-and-conquer principle imple-
mented as standard to the measurement of software qualikg4®@1]. The idea of a decompositional
approach stays also behind the quality models of BoehaefB78] and McCall [McCa 77]. From this

point of view, MLSM should be understood as a new way of applying the decompositional approach.

In contrast to the quality models, MLSM doestrefer to the decomposition of higher-level quality factors

in lower-level criteria [McCA 77], but it refers to the decomposition ofetric definitionsbased on the

different levels where a software quality factor can be evaluated (e.g. reuse can be measured at the level of
a method, but it can be also measured at the class level or system level). The measurement results at each
level of measurement can and have to be interpreted differently, increasing thus the potential usefulness of
the metric.

There is three-step method by which a MLSM deals with this problem:
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1. Identifying the Layers. The different levels at which the attribute can be measured are identified
and named.

2. Defining the Layers. The general form of each layer is defined. The identification and definition of
the layers must capture the general characteristics of the attribute.

3. Defining Layer-specific Metrics. In order to use the system of metrics, for every layer a concrete
metric definition has to be provided. The definition of these metrics is determined by the particular
definition used for the attribute.

The power of this metrics system lies in its layers. These layers are a kind of slots where suitable definitions
of metrics have to be "plugged-in”. This means, that every time when we think about a new manner of

computing the reuse of a class in its descendants, we are just defining a new plug-in, that will naturally
belong to the system. This offers a systematic, yet flexible manner of defining and organizing metrics.

20.5.4 The "Reuse of Ancestors” System of Metrics

The name of this MLSM speaks already about the attribute that we want to measure: the reuse of ancestors
in the derived classes.

20.5.4.1 Identification and Definition of the Layers
The reuse of ancestors can be evaluated at one of the three levels:

e Method-Ancestor leveln fact the real reuse of ancestors takes place at this level, therefore this is
the base (bottom) level of the system.

e Class-Ancestor levelWhen speaking about reuse we usually think in termdagsegeusing other
classes.

e Class level. Often we need to assess the total reuse for a class (e.g. in order to evaluate its self-
sufficiency). For this we need a higher-level definition of reuse.

The Bottom Layer — Reuse of Ancestor in Methods (RAM)

Definition 31 (The RAM Layer.) Any metric that expresses the measure of reuse of an ancestor class
a € A(c) at the level of the methods,. € M;(c) from classc, belongs to the RAM layefFormally, a
metric belongs to this layer if it is defined as follows:

RAM :D C M(C)x C = R

whereD = {(m¢,a) | c€ C A m, € Mr(c) A a € A(c)}

The Middle Layer — Class-Ancestor Reuse (CAR)

Definition 32 (The CAR Layer.) Any measurement that quantifies the reuse relation between acctass
C and an ancestor clasg, € A(c), belongs to the CAR layer of this metrics syst&igourously, a metric
belongs to this layer if it conforms to following definition:

CAR:DCCxC—®R

whereD = {(c,a) |c€ C A a € Ac)}



20.5 Measuring Reuse by Inheritance 303

The Top Layer — Total Reuse of Ancestors (TRA)

Definition 33 (The TRA Layer.) Any metric that measures the total reuse of all the ancestors for a given
classc € C, belongs to the TRA laydformally, a metric belongs to this layer if it is defined as:

TRA:C - R

Metrics defined in this layer offer a global view of the reuse in a class, allowing comparisons among
different classes in the system.

20.5.4.2 Layer-Specific Metric Definitions

As we have seen in the Section 20.5.3, the layers of a MLSM define the skeleton of the system, by
rigourously specifying what types of metrics can be part of the system. The next step is to define concrete
metrics for each layer. We state earlier that the definition of these metrics is determined by the particular
definition used for the attribute. There are mainly two kinds of reuse relation (from an ancestor) that can
be measured by using this system of metrics:

¢ Implementation reusd.e. to take advantage in a derived class of the structure and/or behaviour
implemented in an ancestor class.

¢ Interface reusegi.e. to implement the interface defined by an ancestor class. (usually the ancestor is
abstract)

Metrics for the RAM Layer. Because the bottom layer defines a direct measurement, this is the place
where the distinction between the two kinds of reuse will be made. Although, in this paper we decided to
define only metrics for themplementation reusenetrics that measure the interface reuse can be defined
in the same manner.

Metric 1 Unitary RAM Metric The metric defines the reuse of an ancestor classA(c) in a method
mt,. of classc € C as follows:

RAM it (mte, a) = 1 if {acma | acm, € ACM (a) A mt. usesaem,} # 0
0 otherwise

The RAM,,;; metric identifies the methods that use a member of an ancestor, but it does neither express
the intensity of the reuse, nor does it differentiate between using the interface or the implementation of the
ancestor class. These two aspects are covered in the next definition.

Metric 2 Percentage RAM Metric. The metric defines the reuse of an ancestor cltass A(c) in a
methodmnt. of classec € C as follows:

imp int

Sore uses(acm!™ mt.) + (1 —k,) - Z?;l uses(acmi™, mt.)

j
nd™ 4 (1 — kg) - nint

RAMperc(mic,a) =

imp

whereacmjmp (z = 1,n, ") are the accessible class members of the ancestor«clhasd belong to the
implementation of the classl,cmj-"t (j = 1,nint) are the accessible class members of ancestbat
belong to the interface of the class, angs is defined as:

1 if mt. usesacm,

uses(acma, mtc) = { 0 otherwise
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In spite of the complicated formal aspect the metric is quite simple. The metric is mainly composed of
two sums: the first sum is counting how madtigtinct members, belonging to the implementation of an
ancestor class € A(c), are used in a method of clagswhile the second sum counts the members from

the interface of the ancestor that are used in that method. Because reuse of implementation is in fact a form
of coupling and because the interface of a class is considered being much stabler than the implementation,
astability factork, € [0, 1] has been introduced in order to consider this difference when computing the
metric. The bottom part of the fraction is included only for the normalisation of the metric.

Metrics for the CAR Layer

Metric 3 CAR Metric. TheC AR metric defined between a class C and one of its ancestor classes
a € A(c)A is formally expressed as:

CAR(c,a) = Yooy RAM (mt;, a)

Ne

wheremt; € My(c),i = 1,n. andn, = cardMy(c).

The C AR metric defined above quantifies the reuse from an ancestor by summing the reuse in all the
implemented methods of the class. The way reuse is calculated at the method-level is encapsulated in the
bottom layer,RAM. Thus, theC AR metric can be computed using any of the two previously defined
RAM metrics, or any other metric that belongs to fhd M layer.

Notice that the values of this metric are agegfative numbers, like in the metrics defined for implemen-
tation reuse in theR AM layer. We define th€' AR metric this way because we considered them more
adequate for the measurement of implementation reuse. If we were to define the metric thinking on the in-
terface reuse, we would have probably defined it using an absolute range of values. We should also remark
that this metric respects the definition given for a MLSM, as its definition is based on the lower layer of the
system.

Metric for the TRA Layer

Metric 4 TRA Metric. TheT RA metric for a class: € C is defined as the sum of the reuses of all the
ancestors of that clas§his can be formally expressed as:

TRA(c) = i CAR(c, a;)

i=1

wherea; € A(c),i = 1,n. andn, = cardM (c).

T RA defined in this manner offers a simple way to compute a total reuse value for a class, based on the
metric defined for the middle laye¥ AR. This is for sure not the only possibility to defiféRA. For

a particular measurement goal, it would be possible to calcdidel based directly on the definition

of RAM, or to differentiate in the sum between ancestors.

20.5.5 The "Reuse in Descendants” System of Metrics

As the name suggests, this measurement is about the reuse of a base classes in the classes derived from it.
The reuse of a class by another class is a form of coupling. In defining this metric we evaluate coupling
from the perspective of the server class, we say that it is a measurement of export couplin@@a]. In

[MARI 99] we have defined a complementary metrics-system called "Reuse from Ancestors”. That metrics
system measures the inheritance-based reuse from the perspective of the descendant class.



20.5 Measuring Reuse by Inheritance 305

20.5.5.1 Identification of the Layers

We identified three levels (layers) on which the reuse of a class in its descendants can be evaluated:

e Base Member - Descendant Clabsfact a descendant class is using some of the members (methods
and sometimes attributes) defined in the base class. The real reuse occurs at this level, therefore this
is the bottom layer, calleBRMD layer(Reuse oM ember inDescendant-class).

e Base Class - Descendant Cladad/hen speaking about reuse, we usually think in terms of a class
being used by another class (server perspective); therefore we need to define this middle layer that
we calledRID layer(Reusd n Descendant-class)

e Base ClassOften we want to assess the total reuse of a class in all its descendants. We named this
the TRID layer(Total Reusel n Descendant-class).

20.5.5.2 Layer-Specific Metric Definitions

Next we define for each layer the metrics ("plug-ins”) that we used in our experimental study, pointing out
to alternative manners of defining these metrics.

Metrics for the Bottom Layer — RMD

Definition 34 (Reuse of Members in Descendant-class — RMD)We defind? M D as the relative num-
ber of methods from the descendant-clBsm which a membem ¢ of classC' is used:

1 & i
RMD(me¢,D) = . Z uses(mc, mth(D))
D

i=1

wherenp is the number of methods in claBs and theuses function is defined as:

( thi) 1 if class-membem¢ is used in methodhthp
uses(mgc, m = . . .
¢ b 0 if class-member id not used innthp

As mentioned earlier, this is not the only possible definition for RMD. For example we could have defined
the metric in a binary manner: 1 if the member is used in any methods of the derived class, and 0 if it is not
used at all.

Metrics for the Middle Layer — RID

Definition 35 (Reuse In Descendant-class — RID) The RI D metric expresses the reuse of a base-class
C in one of its descendant classBs as the average use of all the usable member§.ofThis can be
formally expressed as:

1 (@)
RID(C,D) = . E RMD D
( I ) ne (va )
wheren represent the number usable members defined in €lass

Observation: The way the reuse of amember is calculated is not directly specified in the definition of RID;
indeed the metric bases its definition on the lower layer RMD where the reuse of member in a descendant
class is defined.
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Metrics for the Top Layer — TRID

Definition 36 (Total Reuse In Descendants — TRID). We define th& RI D metric for a clasC as the
sum of theRI D values calculated between claSsand all its descendants. This can be formally expressed
as:

TRID(C) =Y RID(C,D')
i=1

wheren p represents the number of descendant classes for €lass

The above definition is calculated based on the reuse in each descendant (RID). A member-based definition
of TRID might be an alternative to this definition. In that case we would add together the reuse of each
member in all the descendants, based on RMD.

20.5.6 The Case Studies

Before presenting the results of the experimental study we will shortly describe the three case-studies, both
in a descriptive and a quantitative form (see Table 20.11) in order to offer a better understanding of the
study and permit some possible correlations between the metrics results and the projects.

Site Ais a part of a project that aims to produce software that supports the development of control and
command systems. The software was developedMiodows NTusing MFC/VisualC++. In the frame

of this project a number of frameworks were used, e.g. ObjectStore, MFC, and some own frameworks
of the company that developed the software syst&ite Ais in fact the part of the project where the
reusable classewere stored. (Reusable Class Pool). The project was developed over a period of 4 years
and involved approximately 15-20 software developers.

Site Bis an application for graphical visualisation of measurement values. It is based on the Microsoft
MDI framework and supports graphical views in the space and time domain. For time variant measure
values animated diagrams are supported. It implements several graphical objects to display the measure
values and additional graphical information objects. The run-time optimised display of animated diagrams
and the flexibility to expand the programs display capacity by adding new graphical objects was one of the
major design goals. The development of the project lasted one and a half years and it was designed and
implemented by 4-5 people, for the Windows NT platfor8ite Bis still under permanent extension and
enhancement.

Site Cis part of a very large project in which a number of 3-4 important companies and research institutes
from USA and Germany were involved. The application is the development of a tracking-software that
simulates and computes the trajectories of sub-atomic particles, obtained through a particle accelerator.
The software was developed under different UNIX systems (IRIX, Linux, OSF/1) using the KAl C++
compile? The project begun in 1997 and a second version is now almost finished. The number of people
working on this software is around 12, and the programmers do not have much experience on programming
in C++,

Site Name| Source code Number of Number of Maximum depth of
[in KB] classes | inheritance trees inheritance tree
Site A 1258 228 45 9
Site B 500 69 12 3
Site C 4620 323 49 5

Table 20.11: Overview of the case studies

3The KAI C++ compiler is strictly respecting the standard C++ language definition.
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Observation: For this experimental study we could have a direct contact only to the develo®ite &

For the other two sites we tried to use directly the information from the source code, but this is in most of
the cases not enough. We plan in the next tine to contact the develo®tes GandSite Ahoping that we

will get in this way more precious information for the experimental validation of these metrics.

20.5.7 Experimental Evaluation of the "Reuse of Ancestors” Metric System

Based on the definitions presented in the previous chapter, below are the results of the two proposed defi-
nitions for theR A metric together with some experimental observations and their interpretation.

20.5.7.1 Viewpoints

1. Alow averagd’R A value for a project might be a sign of poor object-oriented design, that does not
take advantage of inheritance-based reuse.

2. If two or more classes have highA R values in relation to a common ancestor then these classes
might constitute aubsystenn the project.

3. The outliers with high" R A values lie deeper in the class hierarchy and are mtestfyclassesWe
expect thél' R A values to increase from the root to the leaves of the class hierarchy.

4. The highes€ AR values appear odirectinheritance relations.

20.5.7.2 Results Summary

Measurements Based on the RAM-Unitary Metric. The summary of the results obtained on the three
case-studies when using tRed M,,,;; metric in the bottom-layer of the metrics system is presented below.
The table contains the minimum the average and the maximum values for each of the three sites.

Site Name| Minimum | Average| Maximum
Site A 0.02 0.27 1.0
Site B 0.07 0.47 1.0
Site C 0.02 0.35 0.81

Table 20.12: Results summary for tB&ARmetric based oRAM-Unitary

Site Name| Minimum | Average| Maximum
Site A 0 0.38 1.90
Site B 0.10 0.56 1.00
Site C 0.10 0.61 1.10

Table 20.13: Results summary for thiR Ametric based oRAM-Unitary

Measurements Based on the RAM-Percentage Metric. The summary of the results obtained on the

three case-studies when using Rd M,,.,.. metric in the bottom-layer of the metrics system is presented
below. The table contains only the average and the maximum values for each of the three sites, because the
minimum values can be approximated with zero.
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Figure 20.11: Comparative Graphic for RA-Unitary

Site Name| k, =0.0 | k, =0.5 | k, = 1.0
Site A 0.02 0.03 0.06
Average Site B 0.11 0.13 0.24
Site C 0.02 0.02 0.01
Site A 0.17 0.23 0.40
Maximum Site B 0.33 0.42 0.58
Site C 0.13 0.16 0.18

Table 20.14: Results summary for tB&Rmetric based oRAM-Percentage
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Figure 20.12:C AR Graphic for Site A, based dRAM-Percentagesing different values for the stability
factork

20.5.7.3 Results Analysis

In all the three case studies the Top 10 outliers botltfdiR — Percentage andT RA — Percentage do

not change very much when varying the stability faéipbetweenrk, = 0 andk, = 0.5; but for Site Band

Site Cthe top did change very much when the ancestor class was considered completely:stabled).
Comparing the values faf' AR — Percentage for different values of the stability factor for all the three
case-studies the order waS'AR}e=0 < CARF:="> < CARE:=10. Thus the highest factor of code

reuse (don'’t forget these are relative values) was obtained considering the superclass stable and ignoring
its interface. The conclusion is that there are a lot of public members in the superclass, but few of them are

reused through inheritance relations.
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Figure 20.14:C AR Graphic for Site C, based dRAM-Percentagesing different values for the stability

factork
Site Name| k£, =0.0 | k, =0.5 | k, = 1.0
Site A 0.04 0.05 0.10
Average Site B 0.13 0.16 0.20
Site C 0.04 0.04 0.03
Site A 0.24 0.29 0.40
Maximum Site B 0.33 0.42 0.58
Site C 0.13 0.16 0.18

Table 20.15: Results summary for thRAmetric based oRAM-Percentage

Almost all outliers for total’ RA — Percentage are”light-classes”, i.e. classes with a small number of
methods. This could also be an interesting poinnfimdel capture

The Top 10 for the® AR — Unitary strongly differs from theC AR — Percentage top (20% forSite A

30% for Site B 20% forSite Q. This demonstrates that the two definitions are not correlated, indicating
that classes where an ancestor is reused in many meftddg(— Unitary), are not the same with the
classes where the reuse is more inteRse{/ — Percentage). Thus, we deduce that classes that reuse
much of an ancestor class, do it in a small number of methods.

Concerning the average values for the three analysed projects, we found a correlation between these values
and the maximum depth of inheritance tree: the deeper the class hierarchy, the smaller the code reuse from



310

Metrics (by R. Marinescu)

ancestors.

20.5.7.4 Viewpoints Validation

1.

First. Analysing the results presented in Table 20.12 and Table 20.14 and based on supplementary
information concerning the quality of the design, we can confirm$itat Ais not as well designed
compared with the other two sites, sustaining our first viewpoint.

. SecondConcerning our second viewpoint, 8ite AandSite B when using theRAM — Unitary,

the first half of the top consists of classes that caclbstered Discussions with the developers of

the systems confirmed that those clusters are indebsglystemdt still has to be studied if this can

be used as a general rule for model capture. Another question that still remains open is, what kind of
subsystems are those detected with these metrics

. Third. For all case studies the very m@st R relations involve a leaf-clas$(te B— 76.0%;Site B

— 95.8%:;Site C— 79.3%), confirming the third viewpoint.

. Fourth. The hypothesis that the high&st R values are between classes that are d@irect inheri-

tance relation proved to be true fBite BandSite C(83.3% and 73%). li$ite Awe encountered an
interesting a class, having 55 descendants spread on 4 hierarchy levels. The class is reused by most
of its indirect descendant classes, so that approximately the half (47.1%) of the inheritance-reuse
relations are indirect.

20.5.8 Experimental Evaluation of the "Reuse in Descendants” Metric System

20.5.8.1 Viewpoints

1.

A base-class is used either to export code to its descendants or to define an interface. For the classes
that export code we expected high TRID values, and for those defining interfaces without offering
much implementation we expect lower values.

From the viewpoint of maintainability, the classes that cause most maintenance efforts are the most
used "server” classes. In respect to inheritance, these classes should be the outliefSFf the

metric. Because these classes are intensively reused in the subclasses, they should be kept stable,
avoiding chains of changes through the class hierarchy.

The outliers will indicate central classes, because we suppose that classes offering a lot of reusable
services must play a central role in the design of the application.

We expect class-pairs with high RID values to result from direct inheritance relations. If this is not
the case the ancestor class is probably an important and powerful abstraction, because it's code is
reused in classes that are positioned deeper in the class hierarchy.

20.5.8.2 Results Summary

We summarized the results of the RD metric for the case were we use the RDD-Unitary definition to
parameterize the metric. The table contains the minimum the average and the maximum values for each of
the three sites.
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Site Name| Minimum | Average| Maximum
Site A 0.00 0.02 0.17
Site B 0.01 0.11 0.31
Site C 0.00 0.02 0.13

Table 20.16: Results summary for the Class-Descendant étdgslayer
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Figure 20.15: Comparative Graphic fBiM D metric

Site Name| Minimum | Average| Maximum
Site A 0 0.48 1.7
Site B 0 0.64 1.3
Site C 0 1.19 22.5

Table 20.17: Results summary for the Total Reuse In Descendi@itip) layer

Site Name| Perc. of Base-classgs Number of Average depth of]
reused by descend] inheritance trees inheritance tree
Site A 38% 45 54
Site B 57% 12 2.5
Site C 40% 49 4.2

Table 20.18: Correlation between the percentage of reused base-classes and the structure of the hierarchy

forest

20.5.8.3 Results Analysis

A correlation was observed between the percent of super-classes that are reused in code on the one hand and
the number of inheritance trees, and the average depth of the class hierarchy on the other hand (although
the last two are not absolutely independent measures). This correlation (Table 20.18) shows that a large

class-hierarchy structure reduces the code reuse from base-classes.

Also in Site B a class was detected that had a significantly lower TRID value than expected by the designer.
The cause was a number of attributes of the class that were declared protected although conceptually they
were private. If the attributes would have been declared private the class would have moved among the first

three outliers for this metric!
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Observation: We think that the second experimental observation speaks in favor of the metric, because
it proves that the metric can be used by different people (e.g. the designer of the system and a person
re-engineering a foreign system) in different manners. The above observation could not have been made
by anyone else but the designer himself. This brings us to the more general idea that viewpoints for a
metric must be defined keeping in mind the different categories of people that might use the metric. Of
course, some of these viewpoints will be common, but some might be specific. On the other hand, that
experimental observation addressees one time more the issue of the reliability of measurement results, i.e
the way these results might be altered by small mistakes like the one mentioned before.

20.5.8.4 Viewpoints Validation

1.

First. In all the three case-studies, almost all base classes in the top-ten outliers are classes defining
interfaces (although they were not abstract classes), proving that our initial assumption was wrong.
The main cause is the fact that we didn’t consider polymorphic potential of the reused base classes.
If a base class includes virtual methods - and a lot of them do so - the reuse of those methods in the
derived classes can't be counted as a real code reuse of the base-class, although statically the invoked
methods appear as belonging to the base class of the hierarchy. Still the observation is an interesting
point for re-engineering, especially for model capture.

. SecondIn Site B the designers agreed on the fact that the TRID outliers were the classes with a major

impact on maintenance, but they also remarked that no maintenance problems appeared because of
these classes as they were from the very beginning properly designed. For the other two case-studies
we have not yet enough information on the maintenance effort.

. Third. Concerning this hypothesis we observed that the TRID outliers are not central classes from the

functionality point of view. They are rather small subclasses that "sketch” the different abstractions
that are concretely implemented in the subclasses. This observation strengthens our belief that what
we detected were not the base-classes that are mostly reused, but the base-classes with the highest
polymorphic potential.

. Fourth. For Site A and Site B all the outliers come from direct inheritance relations. In Site C a class

was detected that was reused by a large number of subclasses that were not direct descendants of that
class. For this case the class proved to be indeed a powerful abstraction, but there is still a need for
more evidence in order to confirm the generality of the hypothesis.

20.5.8.5 Conclusions on "Reuse in Descendants”

Not every object-oriented metric can be usefully applied to support re-engineering operations. In order

to use metrics for that, the metrics must conform to a number of criteria. The system of metrics that
we proposed in this paper offers a flexible and systematic manner of defining and organizing metrics that
measure the reuse of a base class in its descendant classes. The concrete metrics that we propose are
intended to measure the real reuse and not only a potential one.

Although the experimental study is not yet complete, there is one important lesson that we learned so far: in
measuring the real reuse of a base class we have to explicitly define how to deal with polymorphic methods.
Some of the experimental observations we made so far in respect to model capture are encouraging , but
still a lot of work has to be done in order to achieve solid conclusions.

The future work includes first of all a sharpening of the definition used at the bottom Ry&iX) so that

it explicitly deals polymorphic methods. We also intend to do a comparative experimental study between
this metrics system other related inheritance metrics, in order to find out a possible correlation between
them. A third research direction is to study the possibility of using these metrics for problem detection.
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20.5.9 Conclusions

This work is only a first step in fulfilling a more comprehensive vision on using metrics as a support for
re-engineering. Therefore no final conclusions can be stated at this point. But this study has helped us to
learn some important things that will be mentioned next.

The most important conclusion of this study is that metrics, if defined propenhhe successfully used to
support re-engineering activities. In this study we have a clear evidence of the fact that the main cause of
the partial failure in using metrics for this kind of activities in the past, was the use of unproperly defined
metrics. When moving from trivial size-metrics to more complex metrics the chances of detecting design
flaws or even capturing the major elements of the initial design strongly increase.

Secondly, we understood the importance of bringing order among the metrics, by organisingtelti in
layered systems of metries we did it with the inheritance based metrics. At this point we are strongly
convinced that the multitude of metrics defined until nmamandshouldbe organised in this manner. This
approach of metrics would oblige us to find for each metric that place it takes in the "metrics orchestra”,
giving us a clear understanding of its role and potential utility. Our next goal is to organise the metrics that
measure the behavioural coupling in such a multi-layered system.

A third conclusion is this metrics suite proved to be very efficient in finding the major elements of the
design. In other words these metrics proved to be very efficiemtidel captureConcerning their utility

for design flaw detectigralthough there are some signs that indicate this, still more practical experience is
requested for a correct conclusion.

A last conclusion, — but not less important — refers to the importance of a rigourous validation of metrics.
The continuation of this work must necessarily include a theoretical validation of the proposed system
of metrics together with a continuation of the experimental studies (empiricial validation). The objective
of the theoretical validation will be to prove if the proposed metrics do accurately measure the attributes
they were designed to measure. For this, we intend to focus our attention on the criteria proposed by
Kitchenham et al. [Krc 95] and on the properties defined by Briand et al.R{B896a]. Concerning

the empirical validation we intend to conduct a rigourous experimental study, based several on real-world
legacy systems, aiming to investigate the usefulness of these metrics especially for design-flaws detection
in legacy systems. We believe that these experiments must rely on the principles of empirical investigation
[FENT 97].
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Appendix A

Glossary

Class versioning.
Each change to a class results in a new, distinct class definition; each object belongs to one class
version, which is thus a snapshot of the class definition at a certain point in the life of a system
[BJOR89].

Conversion.
The physical storage format of objects is transformed to match a different class definier £0].

Design Pattern.
A proven design that describes the core of a solution to a problem which occurs over and over again
in OO software design, together with its range of applicability. The solution usually has developed
and evolved over time [&vM 95].

Design recovery.
A subset of reverse engineering in which domain knowledge, external information, and deduction
or fuzzy reasoning are added to the observations of the the subject system. The objective of de-
sign recovery is to identify meaningful higher-level abstractions beyond those obtained directly by
examining the system itself j@k 90].

Filtering and screening.
Objects are wrapped with exception handlers that hide differences between different versions of the
same class [SaR 86].

Forward engineering.
The traditional process of moving from high-level abstractions and logical, implementation-independent
designs to the physical implementation of a systemikC90].

Framework.
A framework is an abstract object-oriented design together with a library of standard software com-
ponents (abstract classes and templates as well as concrete components) that can be specialised,
instantiated and combined to construct a number of systems with similar properties for a specific
application domain [@sA 96] [JOHN 88].

Global reorganisation of hierarchies.
Algorithms put inheritance hierarchies in a normal form that minimises the number of classes and
relationships and suppresses redundant definitions i®6] [L1EB 91].

Hierarchy maintenance.
Guidelines and semi-automatic algorithms are provided to reorganise inheritance hierarchies for im-
proved reusability [BTK 94].
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Incremental reorganisation of hierarchies.
Algorithms analyse and reorganise subclassing relationships to eliminate the need for redefinitions
in inheritance relationships and to factor common functionality in a hierarchgA®2] [DICcK 96].

Law of Demeter.
Reference and calling dependencies between methods and variables are changed to follow a modular
programming style [LEB 88].

Legacy System.
A system is called legacy if it exhibits the following properties: It is a production system carrying
out business-critical tasks. It has been developed with older technology, or with older versions of an
existing technology. It can no longer be easily adapted to meet changing requirements.

Method factorisation.
Code fragments common to several methods are extracted and put in separate methods to maximise
code sharing [@DY 90].

Metrics-based analysis.
A set of quality statistics on 0o code is computed and then used to detect design problems and guide
re-engineering activities.

Object-oriented views.
An abstraction layer is inserted between subsystems in an oo design to limit the scope of changes to
single subsystems and to map different versions of subsystems to each athel 9 [RA 95].

Pattern restructuring.
Modification primitives on oo programs structured according to specific kinds of patterns and archi-
tectures are formally specified to ensure the preservation of behaviou@¢H

Pattern-directed re-engineering.
Standard software structures serve to document and analyse oo applications, and serve as targets
structures for re-engineering BLL 96] [ZIMM 95].

Redocumentation.
A form of restructuring where the resulting semantically-equivalent representation is an alternative
view intended for a human audienceq® 90].

Reengineering.
The examination and alteration of a subject system to reconstitute it in a new form and the subsequent
implementation of the new form i@k 90].

Refactoring.
Frequent high-level re-engineering operations are identified and specified to preserve class behaviour
across modifications fHN 93] [OpPDY 90].

Restructuring.
A transformation from one form of representation to another at the same relative level of abstraction.
The new representation is meant to preserve the semantics and the external behaviour of the original
[CHIK 90].

Reverse engineering.
The process of analysing a subject system with two goals in mind:
1. to identify the system’s components and their interrelationships; and,

2. to create representations of the system in another form or at a higher level of abstraction
[CHIK 90].
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Schema evolution.
A set of operations specifies the kinds of high-level revisions to an oo design that occur during
conceptual modelling [L96].

Schema modification primitives.
A set of elementary modification operations, all specified so as to preserve basic integrity constraints,
suffices to define any other more complex modification operatianfB37b] [ZIicA 92].

Software maintenance.
Modification of a software product after delivery to correct faults, to improve performance or other
attributes, or to adapt the product to a changed environment [|[EEE 83].

Tailoring and excuses.
Language mechanisms allow to redefine inherited properties and to accommodate exceptions in spe-
cialisation hierarchies [BRG 88].

Transposed files.
By storing object variables in different tables, adding, updating and deleting variables is possible
without reformatting records [ADA 91].

Visual analysis of oo software.
Static and dynamic properties of oo programs are represented graphically to identify design and
implementation problems pRpw 93] [SEFI 96].
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