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1 Summary of the research plan

A significant portion of software development effort is devoted to reading and understanding
code. Unfortunately, mainstream integrated development environments (IDEs) focus on low-level
programming tasks rather than on supporting program comprehension and decision-making during
software evolution. Analysis tools, on the other hand, usually have a narrow scope of applicability.

This project aims to enable software developers to quickly and effectively analyze complex soft-
ware systems with the help of tools to rapidly construct, query and manipulate software models.
We refer to this goal as agile software assessment, since developers are under constant pressure
to assess the state of the system at hand in a timely fashion in order to carry out development
and evolution tasks. The expected long term benefits of this research are improved developer
efficiency, enhanced tool support during software development, and better quality software.

To this end, we propose four related research tracks: (i) Meta-Tooling will enable developers
to rapidly develop custom tools to support decision-making, (ii) Agile Modeling will simplify the
task of constructing and refining software models from source code and other data sources, (iii)
Large-Scale Software Analysis will allow developers to process and exploit the large amount of
additional data related to a project, and (iv) Architectural Monitoring will help developers track
the evolution of architectural constraints in complex software.

— Meta-Tooling. Developers ask detailed and domain-specific questions about the software
systems they are developing and maintaining. Specialized tools are needed to effectively
answer these questions. Most IDEs do not provide suitable functionality to answer detailed
questions about the design and implementation of software, as they focus on programming
rather than software modeling. We plan to carry out empirical studies to better understand
what questions developers ask about code, and what tools and techniques are most effective
at supporting program understanding and software assessment. Meta tools are tools for
building tools. We propose to construct an experimental meta-tooling environment to enable
rapid composition of customized software assessment tools to support effective decision-
making in the development process.

— Agile Modeling. A key bottleneck to effective software assessment is the rapid construction
of appropriate software models from program source code and the associated data sources.
We propose to develop techniques to construct such models with the help of reusable and
composable parsers targeting common programming language classes, user-guided parser
refinement using island grammars, and semi-automated inference of structural features of
program and data sources by analyzing lexical features such as indentation and textual
content.

— Large-Scale Software Analysis. Complex software systems generally exist within an even
larger software ecosystem consisting of older versions of the systems, variants, and other
client applications of the system or its parts. Being able to query and mine this large resource
of information can be very helpful for developers to make informed decisions concerning the
project at hand. We propose to develop an infrastructure to model and query large software
data sets, including historical information and variants. We will seek to adapt and exploit big
data analysis techniques to the particularities of large source code repositories and software
ecosystems.

— Architectural Monitoring. The architecture of a software system consists of the design con-
straints that guarantee non-functional properties, such as ease of evolution, good run-time
performance, and rapid build times. Unfortunately architecture is rarely explicit in code,
hence it must be recovered and tracked, sometimes at great cost in developer time. We
propose to carry out empirical studies to identify and classify architectural constraints that
arise in practice in software systems and let these studies influence the way in which we
design mechanisms for the specification of constraints. We propose to develop techniques to
monitor architectural evolution and integrate monitoring into the development process and
environment; this promises to improve system stability, quality, and robustness.
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2 Research plan

2.1 Current state of research in the field

It is well-acknowledged that developers often spend as much time understanding code as they do

writing new code [LVD06]. As established by Lehmann and Belady [LB85], real-world software

systems become more complex over time as they are adapted to fulfill new requirements, unless

effort is invested to simplify their design. Decision-making during development and evolution

consequently becomes more difficult as the system at hand becomes more complex. The goal of

this project is to aid software developers in understanding and assessing complex software systems

in a timely fashion while carrying out development and evolution tasks.

We review related work in building dedicated software analysis tools, in constructing software

models from source code and other data, in applying “big data analysis” techniques to large sources

of software information, and in specifying software architectures and tracking their evolution.

Meta-Tooling In this section we motivate the need for meta-tooling, that is, tools to help build

software assessment tools, as well as research into exactly what features such meta-tools should

target.

Although developers spend a great deal of time reading and trying to understand complex

software systems, the development environments tend to focus on low-level programming tasks,

not program comprehension or decision-making. While developers clearly would benefit from

dedicated software assessment tools, it is not clear what tools are needed nor how they can best be

put to use within an integrated environment. Whereas controlled empirical studies are often carried

out in an attempt to assess the impact of a new technique or tool, recent studies have focused more

on trying to better understand current practice in the field. LaToza et al., for example, carried out

surveys and interviews that show that developers are often forced to recover implicit knowledge by

exploring code and discussing with teammates [LVD06]. Sillito et al. have carried out qualitative

studies to determine what kinds of questions programmers ask while carrying out typical software

evolution tasks [SMDV06]. Fritz et al. have developed so-called “degree-of-interest” models based

on empirical studies to model what programmers know about a code base [FMH07].

Countless tools have been developed to aid developers in evaluating, understanding and an-

alyzing software systems. Entire conferences, such as ASE (Automated Software Engineering)

and ICPC (International Conference on Program Comprehension) are devoted to the topic. Un-

fortunately, most of the tools and techniques proposed at these venues have a narrow scope of

applicability and are not integrated into IDEs.

Most IDEs do not offer much help in integrating new tools. For example, Eclipse, a widely-used

open-source IDE [BSM+03], offers a general modeling framework and a means to integrate new

tools as “plug-ins”. However developing an Eclipse plug-in is non-trivial, as is exploiting Eclipse

models from such a plug-in. What is missing is an easy way to develop customized software

assessment tools to query, manipulate and present models of complex software systems managed

by the IDE.

A meta-tooling environment would offer a way to quickly develop software assessment tools

within the IDE. Various techniques have been developed over the years to facilitate the com-

position of applications from reusable parts. Component-oriented programming [Szy02] focuses
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on abstractions at a higher level than objects that can be composed using standard interfaces.

Domain Specific Languages (DSLs) [Fow10] are high-level languages for configuring functionality

related to a specific domain. Very often DSLs simply reflect the compositional interface of an un-

derlying component framework. Model-driven engineering (MDE) has emerged as a way to rapidly

generate and adapt applications for multiple platforms by transforming specifications at the model

level to concrete implementations [Sch06]. Naked Objects refers to an approach in which domain

objects encapsulate business logic and user interfaces are fully generated from the composition of

the domain objects [PM02]. Instead of writing meta-software to produce an application, naked

objects are directly composed to form a running application.

Agile Modeling With “Agile Modeling” we refer to the challenge of automatically constructing

software models from source code and other data sources. Since building a full parser by hand

for a general-purpose programming language is time-consuming and expensive, there is a need

for techniques to streamline this process. Furthermore, parsing technology generally focuses on

constructing an exact representation of program source code for compilation or interpretation

purposes, rather than on transforming multiple data source towards models suitable for analysis

and decision-making.

There is a long history of work on “grammar induction” or “grammar inference”. For exam-

ple, the International Colloquium on Grammatical Inference and Applications has been running

regularly since 1993. The focus of this work has been, however, on learning regular grammars and

deterministic finite automata, not on software modeling [dlH05].

Lämmel and Verhoef have developed a practical approach to semi-automatic grammar recovery

in which they scavenge full-blown grammars for existing languages from a variety of sources,

including documentation [LV01]. Although they report good success, it still took them several

weeks to reconstruct a full grammar for a language of the complexity of COBOL. Kraft et al.

take a similar approach in recovering grammars from the parse trees generated by the parser itself

[KDM09].

In software modeling it is typically not necessary to completely parse all parts of the source

code in order to perform many kinds of analyses. Techniques like fuzzy parsing [Kop97] and

island grammars [Moo01] have been used to develop robust parsers that analyze selected portions

of source code (i.e., the “islands”, which are of interest) and ignore others (i.e., “sea”, which is

ignored).

So-called “language workbenches”, like Stratego [BKVV08] and Xtext [EV06], provide means

to rapidly develop parsers. PEGs (parsing expression grammars) [For04] offer means to construct

and compose parsers, in sharp contrast to traditional parsers generated from grammar descriptions

which frequently produce conflicts. Scannerless parsers [Vis97] furthermore eliminate the need for

a separate lexical scanning phase in the parser. This is especially interesting for developing parsers

for mixed languages, which do not share a common set of lexical tokens.

Finally, other sources of information can be gleaned from source code without making use of

a full parser. Hindle et al., for example, have shown that indentation can be used as a reliable

proxy for structure and thus for complexity in source code [HGH08].

What is missing is a unifying framework to enable rapid and iterative construction of software

models suitable for analysis from multiple program and data sources.
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Large-Scale Software Analysis Recently there has been a surge of interest in pushing software

analysis beyond the level of individual systems, one of the reasons being the new availability of

data. Indeed software is entering the age of big data, which is characterized by increasing volume

(amount of software), velocity (speed of software generation), and variety (range of data sources).

There is already a rich tradition of research in mining software repositories, but this usually is

concerned with mining versioning repositories of individual systems to detect problems with the

source code [SZZ05, WH05], mining a single developer’s interactions with his IDE to improve the

IDE [KM05, RL08], or to predict bugs [DLLR11].

Research has recently shifted towards mining larger corpora of projects. One direction is

analyzing related projects, another is the large scale analysis of unrelated projects.

In their work on Codebook, Begel et al. conducted a study with Microsoft engineers to discover

the needs of the developers working in a large corporate ecosystem. They discovered that some of

the important needs are related to awareness and impact [BKZ10]. Their solution, Codebook is a

proprietary approach to modeling the variety of artefacts that are associated with the source code

in an ecosystem. Mileva et al. [MDBZ09] studied the evolution of libraries in the apache ecosystem

and discovered that the wisdom of the crowds can be helpful when deciding which version of a

library to use.

Ossher et al. started from another developer need that commonly arises in the open-source

world, which is to build a newly downloaded artifact. Accordingly, they studied whether they

could cross-reference a project’s missing types with a repository of candidate artifacts [OBL10].

Multiple system analysis need not consider only projects that are part of an ecosystem. Empir-

ical studies have been carried out to analyze the way programming languages are used in practice

as well as to identify the actual needs of developers. Callau et al. [CRTR11] studied the usage of

reflective programming features in a large Smalltalk codebase in order to assess how much these

features are actually being used in practice.

One other application of analysis at a large scale is code search, a direction which has been

approached by both industry and academia. The first academic search engines were Sourcerer

[BNL+06] and S6 [Rei09], and a generation of tools that used search engines as a backbone

followed. Thummalapenta and Xie [TX07] developed PARSEWeb, an approach that interacts

with a code search engine to gather relevant samples that would allow them to help developers

find reusable components. CodeConjurer also taps into the results of code search to deliver reuse

recommendations [HJA08]. Code Genie searches for code that is specified as a series of unit tests

[LLBO07]. In order to detect clones, Koschke indexes the source code using suffix trees [Kos12].

The challenge when realizing the infrastructure for such data is to balance the trade-offs be-

tween providing a simple representation of the data and optimizing for a particular task. Mockus

reported on his experience in amassing a very large index of version control systems and the

associated challenges: the data from the SourceForge CVS occupies more than 1TB, extracting

large amounts of files from the Mercurial database took more than one month, using standard

database techniques that would work for the code in a large corporation would lead to processing

times of many months, etc. [Moc09]. Therefore, in the realm of big software data, an intelligent

infrastructure can bring large savings in processing and retrieval time.
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Architectural Monitoring As the environment of a successful software system evolves, the

system too has to evolve, and typically, so must its architecture. To keep track of the architectural

evolution, one needs a way to specify the architecture to enable the monitoring of its evolution.

Software architecture has emerged as an important branch of software engineering in the past

twenty years. Shaw and Garlan [SG96] have characterized software architectural styles in terms

of coarse-level system components, high-level connectors that mediate the interaction between the

components, and constraints that govern the connections. The goal of a software architecture is

to support certain analyses and to guarantee certain desirable properties (such as performance,

robustness and maintainability).

One of the difficulties in reasoning about software architecture is that architecture is largely

implicit in the source code. Aside from coarse-grain package structure and naming conventions,

very few indicators exist in source code that reveal the architecture. This fact has led to two sepa-

rate research activities, namely work on specifying software architectures, and work on recovering

architecture. A third activity, monitoring the evolution of software architecture is in its infancy.

Shaw and Garlan [SG96] provide a detailed survey of so-called “architectural description lan-

guages” (ADLs) which are intended to augment the source code of a software system with a

specification of its architecture. Classical ADLs such as Rapide and Wright defined architecture

in terms of components and connectors [LKA+95, AG96]. More recent work continues in the same

tradition: Dashofy et al. [DHT05] focused on developing an XML-based ADL that is modular

and composable, but at the same time remark that ADLs are not having a significant impact on

software engineering practice. In his work on ArchJava [Ald08], Aldrich extends the Java program-

ming language with component classes, which describe objects that are part of an architectural

description. Also in the case of ArchJava the architecture is described in terms of components

and connectors.

Many techniques have been developed to recover software architectures. Best-known perhaps

is Murphy’s top-down reflexion modeling approach [MN97], in which a software reverse engineer

hypothesizes an architecture, and refines the hypothesis (or refutes it) iteratively to arrive at an

architectural description. Another technique proposed by Pinzger visualized both structural and

evolutionary characteristics of software systems [Pin05]. Various other tools have been devel-

oped both in research and industry to detect violations of architectural constraints. Sotograph,

for example, attempts to identify violations of layered architectures [BKL04]. IntensiVE is an

environment that monitors internal quality of software systems with the help of intensional views

[MK06], which specify architectural and design constraints using a dedicated logic programming

language.

All existing recovery techniques are currently designed as throw-away approaches. The analyst

recovers the architecture, and then the process is over. There is a great opportunity for moving

towards an architecture monitoring model drawing on the extensive experience of techniques de-

signed for recovery. One such example is the work of Knodel [KMR08] who proposes constructive

compliance checking, an approach to providing live feedback to developers when they violate ar-

chitectural specifications which, authors show in a controlled experiment with students, improved

the quality of the resulting system [Kno11].
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2.2 Current state of own research

The Software Composition Group has extensive experience in the research areas covered by this

proposal. In this section we summarize some of the prior research most relevant to this proposal.

All cited papers are available from the SCG web site: http://scg.unibe.ch/publications.

Meta-Tooling Software developers need tools to help them understand and analyze complex

software systems. For example, integrating run-time analyses into the IDE can significantly im-

prove the efficiency of certain software maintenance tasks [RHV+11]. The kind of analysis required

will depend on the domain and the development context, but building custom analysis tools is typ-

ically an expensive and time-consuming task. As a consequence, there is a need for meta-tooling,

the facility to rapidly craft custom tools from available building blocks and to customize general

tools to a specific task.

We have developed Moose, a platform for analyzing software and data [NDG05]. FAMIX,

the Moose meta-model, is extensible, thus allowing custom tools to be built that extend the

meta-model with new concepts. Examples include modeling version histories [GD06], semantic

clustering of classes and packages by lexical content [KDG07], and feature views that track which

software artifacts support which user features [GDG06].

General tools are also needed to present and visualize software models. Polymetric views [LD03]

map software metrics to simple visualizations. They can be used to generate a wide range of useful

analyses, such as clone evolution [BGM06] (showing the evolution of clones over time), distribution

maps [DGK06] (showing how features relate to artifacts), and ownership maps [GKSD05] (showing

who has worked on which parts of a system over time).

http://scg.unibe.ch/publications
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Mondrian [MGL06] is a visualization engine that makes it much easier to build such visualiza-

tions. Since its host language, Smalltalk, has a very simple syntax, composing new visualizations

resembles writing scripts in a DSL. A lightweight, interactive UI allows developers to immediately

see the result of changes to their Mondrian scripts. Mondrian supports agile software assessment

by enabling developers to generate new visualizations in minutes instead of days.

Data exploration is a fundamental component of data analysis. Glamour [Bun09] offers a

generic engine to construct custom browsers for arbitrary models (not just source code). A browser

is built up from a number of components, each of which renders some fragment of a model, and

transmits information about that fragment to another connected component. A classical source

code browser with panels displaying packages, classes, methods and source code can be constructed

as a compact Glamour script. Dedicated browsers for other kinds of models can similarly be

scripted with low effort.

These examples illustrate the benefits of meta-tooling, but they only constitute some small

steps towards an expressive meta-tooling environment to support agile software assessment.

Agile Modeling A key bottleneck for agile software assessment is the automated construction

of software models. Although Moose, for example, can readily import models from Java source

code, importing models from other languages, such as PHP, Cobol or PL/1, has proven to be

problematic, since a custom parser must be developed to generate FAMIX models. This can entail

days or even weeks of effort.

We have explored several innovative techniques to speed up this process, such as generating

parsers automatically from examples [NKG+07], recovering models from the abstract or concrete

syntax trees generated by existing parsers [LV08], and even using genetic programming to generate

grammars [Zan09]. Although some degree of success was achieved in each case, we are far from

having practical techniques to rapidly import models from new languages or dialects.

We have also worked on the development of language workbenches. Helvetia [RGN10] is a PEG-

based language workbench built on top of PetitParser, and designed to extend a host language

with new, embedded DSLs in such a way that the development tools of the host language can easily

be adapted to the new embedded languages. This is achieved by making the compiler toolchain,

the browser, and debugger aware of language transformations.

A related issue is that modern software systems are rarely implemented using a single source

language. Java enterprise applications, for example, include not only Java source code but also

HTML, JavaScript, XML, SQL and possibly other kinds of artifacts. To analyze such systems, we

have constructed software models that combine all these sources of information [PGN10, APL+11].

We have also carried out considerable research that exploits the presence of other implicit

information in code, such as topics revealed by pure lexical analysis of the source text [KDG07].

Large-Scale Software Analysis We have studied large corpora of systems in order to discover

general principles of software evolution. In searching for good predictors for software change we

discovered that contrary to common wisdom, the classes with the highest fan-in are also the ones

that change the most [VSN07]. We have also shown that the majority of classes undergo only

minor changes during the evolution of the system [VSNW08] which appears to be at odds with

the “law of continuous change” of Lehman.
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As other examples, we have analyzed bug reports to establish developer expertise [MKN09],

and we have analyzed cross-project activity of developers to establish code trustability [GK10].

At the opposite end of the spectrum of software corpus analysis is the analysis of software

ecosystems — systems that are developed with common technology, and that evolve together in a

common context. A number of problems that are relevant for individual system analysis remain

relevant at the ecosystem level. The importance of some of these problems is even augmented.

And some of these problems can be better solved if the ecosystem is taken into account.

In one study we evaluated several techniques for automatically extracting dependencies be-

tween the systems in an ecosystem through static source code analysis and discovered that simple

techniques can go a long way but often code duplication and dynamic programming languages

can hinder the analysis [LRL10]. We further investigated in a case study how critical is the phe-

nomenon of ripple effects at the ecosystem level and discovered that some changes in libraries

and frameworks can have a very large impact on an ecosystem: dozens of projects and developers

can be forced to update to new version of a library, but the developers of these libraries and

frameworks lack tools which would allow them to predict the impact of a change [RL11].

We have proposed a technique for reverse engineering a software ecosystem through the recovery

of ecosystem viewpoints from the versioning systems of the component projects [Lun09]. To support

our methodology we implemented tool support in our web-based prototype dubbed The Small

Project Observatory [LLGR10].

Since in earlier work dependency analysis was hindered by the presence of duplicated code, we

shifted our attention towards large scale detection of duplicated code [SLR12]. We discovered that

more than 14% of the methods in a large open source Smalltalk ecosystem were clones. Our clone

detection technique detects type I, II, and III clones. Our approach is the only one we are aware

of that performs cloning analysis on all the versions of all the systems in an ecosystem. To be

able to scale to the dimensions of our data we had to employ techniques of big data research and

build an infrastructure based on map-reduce algorithms which allowed us to massively distribute

the computation.

Architectural Monitoring Our research to date has encompassed the study of architecture

specification to support the process of forward engineering. In the context of this research we

developed Piccola, a language for specifying applications as composition of components conforming

to a particular architectural style [NA00]. With Piccola a style can be specified as a set of operators

over various types of components. Piccola serves as an executable ADL, specifying how components

in the host language, Java, are composed and interact.

Another major focus of our research is on developing techniques to reverse engineer complex

software systems. This work has culminated in a practical handbook of reverse engineering pat-

terns [DDN08] for recovering design and architecture. Several PhD theses undertaken in our group

have expressly addressed architectural recovery. Richner combined static and dynamic informa-

tion to recover software architectures [RD99]. Arévalo applied formal concept analysis to recover

implicit patterns in software systems [ABN04]. Greevy used run time information to correlate user

features with software components that support them [GDG06]. Lungu used automatic clustering

techniques [LL06], multi-version analysis [LL07], and interaction-based collaborative tool support

to recover aspects of architecture from source code [LN12].
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We are currently extending our architecture recovery and visualization prototype, Software-

naut, with dashboard-based visualizations of the evolving structure of a software system. We

are also extending the tool with collaborative features such as the Global Architectural View

Repository, an online repository hosted in the cloud which allows developers to share and discover

architectural views indexed by the version and the system they are analyzing [LLN12].

We have also developed techniques to monitor run-time behavior towards the goal of un-

derstanding the system under analysis. Live feature analysis uses reflection to instrument and

annotate the running system with the goal of obtaining more detailed information about the use

of features than is possible with classical post-mortem analysis techniques [DRGN10].
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2.3 Detailed Research Plan

The proposed research is organized into four complementary tracks that address support for soft-

ware developers in rapidly and efficiently assessing complex software systems. Each track can be

seen as a producer or a consumer of software models, or both.

software
ecosystems

big software 
data

Agile Model 
Extraction

Meta 
Tooling

Architectural 
Monitoring

Large-Scale 
Software Analysis

Software 
Models

1. Meta-Tooling focuses on agile development of customized software assessment tools.

2. Agile Modeling addresses the problem of efficiently and effectively constructing high-level

software models from program source code and other data sources.

3. Large-Scale Software Analysis explores the application of “big data” analysis techniques to

extract information useful for developers from the broader ecosystem of a software project.

4. Architectural Monitoring explores how to characterize and monitor architecture, violations

of architectural constraints, and architectural evolution.

2.3.1 Meta-Tooling

Considerable time is devoted to reading, understanding and assessing code to effectively sup-

port decision-making in the development process. Existing integrated development environments

(IDEs), however, focus mainly on low-level programming tasks, and offer little to the developer

to support software assessment. Although numerous analysis tools have been developed over the

years, few of these tools are well-integrated into the development lifecycle and the decision-making

process. What is missing is an effective and efficient way to obtain the right tool for the problem

at hand.



SNF Proposal — Agile Software Assessment 13

In this research track we propose to explore the theme of Meta-Tooling, i.e., tools for developing

tools, as a means to support agile software assessment. Instead of focusing on integrating a fixed set

of software analysis and assessment tools into the IDE, we focus on integrating a set of key software

assessment mechanisms, and offering a meta-tooling framework that allows these mechanisms to be

easily configured to address a particular software assessment task, such as identifying error-prone

code, locating components that support user features, or identifying the impact of a proposed

change. This work is inspired by our previous work on generic tools like Mondrian and Glamour,

which allow users to quickly develop visualizations and model browsers using a dedicated DSL.

We envision three activities within this track: first, empirical studies are needed to explore

which assessment tasks are most important to support developers in their daily work, and how

developers can be supported in those tasks. Second, we plan to explore the design space of

mechanisms for software assessment by developing experimental tools and mechanisms that enable

developers to better exploit and interpret the data at hand. Third, we plan to develop a meta-

tooling environment to allow developers to rapidly compose and configure custom assessment

tools.

Study: what assessment tools do developers need? We plan to carry out empirical stud-

ies with developers to determine what kinds of assessment tools they need to support routine

development and evolution tasks.

We plan to use a variety of different techniques to gather this information, including interviews,

field studies and controlled studies. We seek to better understand what kinds of questions are posed

by both experienced developers as well as novices when they must develop and maintain complex

systems, and we want to understand and classify the techniques they use to routinely answer these

questions.

With the help of controlled studies, we also hope to confirm that such tools and mechanisms

can help developers with varying degrees of experience to become more productive.

Software assessment mechanisms. In tandem with the empirical work, we plan to develop

novel tools and mechanisms to offer software assessment support to developers.

Developers must cope with large amounts of information coming from a variety of sources.

Before developers can use this information to support development tasks, they must find it, un-

derstand it, process it, and relate it to their task at hand. We plan to develop generic tools and

transformation engines to support software assessment. Some of the ideas we plan to explore

include:

— Software exploration: Glamour supports a rather rigid model of browsers built around a

workflow in which information flows from one pane of the browser to another. We need to

explore more general models of browsers in which, for example, a browser view may directly

influence and manipulate the underlying model.

— Views: Model elements and information sources can be presented in different ways, depend-

ing on how the data are to be used. An approach based on naked objects could be used to

directly associate multiple views with model elements.
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— Bridging data sources: We need mechanisms to integrate multiple data sources. One possible

mechanism is to make use of tables (or spreadsheets) some of whose fields are simply views

of existing data sources. Tables can be used to aggregate and analyze such heterogeneous

sources, as well as to pass processed data on to alternative, graphical views.

We plan to experiment with mechanisms that can be motivated by our empirical studies,

and conversely plan to carry out controlled studies to assess the effectiveness of the developed

mechanisms.

Meta-tooling environment. Most IDEs do not easily accommodate new functionality. An

environment like Eclipse, for example, allows users to rearrange and customize the individual

windows of the environment, and new tools can be downloaded and installed as “plug-ins”, but

developing a new plug-in is highly non-trivial. We envision, by contrast, a “malleable” IDE which

can be easily extended with new software assessment tools composed from the more basic mecha-

nisms described above. This activity requires the development of a meta tooling environment, i.e.,

tools for building tools.

The focus of this work is to develop a unifying meta-model for software assessment mechanisms.

Such a meta-model will determine how various tools, mechanisms and data sources play with

one another. This meta-model will be validated experimentally through the development of a

component framework for composing tools and their parts. Compositions may be specified in

various ways, such as through the use of a high-level DSL or scripting language, or even through

drag-and-drop direct manipulation.

2.3.2 Agile Modeling

A key prerequisite for analyzing software models is to construct the model from the available

program and data sources. For example, tools are available to import Moose models for many

programming languages, including Java, Smalltalk and C++. The situation is very different,

however, in the case of dialects of known languages, source code in new languages, source code

containing embedded code in one or more DSLs (domain specific languages), and hybrid source

code in multiple languages (such as Java, JSP, XML, SQL etc., as is common in enterprise appli-

cations).

Developing a parser for a new language is time-consuming and expensive. Even though tech-

niques such as scavenging grammars from various sources can reduce this time, still several weeks

may be needed to develop a usable parser for a typical mainstream language. This cost can pose

a major impediment to adopting software assessment tools for an evolving project, as new com-

ponents potentially implemented in different languages and dialects are integrated over time. The

goal of this track is to develop techniques that would enable new program and data sources to be

modeled within a single day. Today, no current available tools or environments meet this goal.

The following characteristics of the problem lead us to believe this goal is reachable:

— Most programming languages can be classified into groups with similar features. Using

appropriate techniques, one can decompose parsers into parts that resemble one another.

— Complete parsers are not needed for software modeling. In an initial phase, it may be enough

to capture coarse structure. A grammar can be refined as more details are needed.
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— Typically, a large base of existing code samples are available for analysis. This fact can be

exploited to automatically generate and test parsers.

In particular, we propose to explore the following techniques to support agile modeling:

Reusable parser fragments. PEGs (Parsing Expression Grammars) support the definition of

parsers from composable parts. Scannerless parsers furthermore avoid the need for a separate

lexical pass, and avoid the need to commit to lexemes of a given language. By composing scan-

nerless parsers for different languages, one can cope with heterogeneous code bases using multiple

embedded languages.

We plan to exploit similarities between programming languages to develop generic classes of

parser fragments that can be adapted and composed to extract models from languages.

In this track we plan to analyze a number of existing programming languages and catego-

rize them according to the similarities (and differences) of their language fragments. We plan

to implement scannerless PEGs for common language fragments, and experiment with way to

parameterize them, or even to generate them, taking language differences into account. We also

plan to experiment with heterogeneous code to test the ability of reusable parser fragments to

deal with embedded code in a reusable way.

Guided parser refinement. Since complete parsers are not needed for initial software analysis,

we plan to explore an approach in which an initial grammar is defined as a coarse island grammar

that can be iteratively refined by the software modeler. The refinement process will be guided

by the user, for example, by highlighting sample code fragments and specifying their mapping to

model elements (i.e., classes, methods, statements etc.).

We will explore techniques to automatically generate PEG parser fragments for examples

specified by the user. Since we will be based on PEGs rather than (say) LALR parsing, no

conflicts can arise. Since the parsers are scannerless, we need not commit to a set of language

tokens up front. And since we will use island grammars, we can guarantee that all code can always

be parsed robustly. Feedback must be provided to the user, however, to indicate how much code

is effectively modeled (i.e., as “islands”) and how much is ignored (i.e., as “sea”).

Structural inference While user intervention will be needed to guide the parser refinement

process, automation can help to provide the user with hints how to proceed. We plan to explore a

series of techniques to mine information useful for parsing from the existing base of source code.

A few promising avenues are as follows:

— Exploiting indentation to identify structural elements to model.

— Analyzing recurring names to distinguish potential keywords from identifiers.

— Analyzing source code text to identify comment conventions.

— Exploiting language similarities by generating island grammars for common language frag-

ment parsers.

— Mutating parser fragments or instantiating them based on source code analysis.



SNF Proposal — Agile Software Assessment 16

Finally, we also intend to explore the application of these to techniques to structured data

related to the development lifecycle, such as profiling data and bug reports.

2.3.3 Large-Scale Software Analysis

The volume (amount of data), velocity (speed with which the data is generated), and variety

(range of data types, sources) of available information associated with evolving software systems

is growing. Data sources include bug reports, mailing list archives, issue trackers, dynamic traces,

navigation information extracted from the IDE, and meta-annotations from the versioning system.

All these sources of information have a time dimension, which is tracked in versioning control

system, and which adds an order of magnitude to the amount of available information about a

given software system.

Research has benefited from increased resource capacity, network bandwidth and raw compu-

tational power to analyze all of these artifacts at possibly massive scales. Therefore it follows

naturally that current software engineering research can use the new wealth of information to

improve the productivity of software developers and the quality of their software.

There are two directions that we plan to pursue in the context of analyzing large numbers of

projects: big software data and ecosystems research. Big software data considers information at

its lowest abstraction level as files and lines of source code and applies data analysis techniques on

it without caring about the system organization. Ecosystem analysis on the other hand focuses

on solving the inherent problems existent in the context of interacting software systems.

We plan to pursue several research directions in this track:

Modeling ecosystem evolution. Although the big software data is still not as big as the data

that other sciences (e.g., astronomy, meteorology) are handling on a daily basis, there still is a

lack of infrastructure that would enable fast querying of an evolving ecosystem.

The infrastructure should be tailored for the particularities of evolving software:

— Source code evolves forward in time. Once a version is committed to the versioning repos-

itory, it does not change anymore. Every structural artifact in the software (e.g., method,

class, package) once published, is frozen. This suggests that data warehousing approaches

may be applied.

— Source code duplication is common, from micro-duplication patterns, and boilerplate code,

to product families and branches in the versioning system. We can use this information

to minimize the analysis effort, and optimize storage (e.g., hashing files by their content

eliminates the need for storing duplicates)

— Software data is a combination of highly structured and unstructured data. The highly

structured data are the source files and the unstructured are the associated artifacts (e.g.,

documentation, emails from the mailing lists). One can extract a large number of relation-

ships between the different artifacts of the source code (e.g., containment, calling, etc.).

We propose to devise techniques to model an evolving ecosystem to allow the fast access and

querying of the data, and to leverage the specific properties of big software data to improve the

productivity of software developers and the quality of their software.
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One of the first family of queries that we would like to support is related to impact analysis

at the ecosystem level. The developers of a system should be able to easily query the way their

source code is used by other projects and the users of a library should be able to easily query

usages of that project. Currently there is no infrastructure that supports this.

To allow the reuse of frequent queries, and avoid costly analysis on the client side, we will

explore the possibility of hosting the data and the analysis in the cloud.

Large-scale static analysis. The history of the source code is an invaluable resource for the

study and improvement of software engineering techniques. The scope of big software data analysis

can be much broader than that of the ecosystem and include all the source code that has ever

been recorded for a given programming language or in a given super-repository of source code, or

even all the available source code. In one research track we will focus on performing static analysis

on the big software data. Based on such analysis one can achieve a broad variety of goals from

improving the IDE to improving the programming languages themselves:

Embedding intelligence and adaptation in the IDE. Modern IDEs are rigid pieces of software:

with very few exceptions, they do not learn from their usage. We plan to explore the ways

in which the IDEs can be improved through big data analysis. Several directions worthy of

exploration are:

— Suggesting code completion and code navigation based on recording the IDE interaction

data of large numbers of developers

— Suggesting code snippets, and documentation that might be useful for the code that the

user is writing at the moment. Given the large amounts of code and the complexity of

current libraries (e.g., the Java SDK of Sun contains more than 3,500 classes organized

in more than 200 packages) this can be very useful.

— Suggesting tests based on existing tests for similar code

Evolving programming languages based on mining their usage. By mining large source code

repositories, one can discover various properties of programming languages:

— Frequency of use for different programming language features

— Usability aspects of the programming languages

— Recurring patterns of boilerplate code

The first two types of information can guide the design of new programming languages or

dialects. The third type can be used to generate libraries of high-level abstractions that can

replace boilerplate code.

Large-scale dynamic analysis. Run time data of a software system can be a rich source of

information that can improve the quality of the system as well as the quality of the development

process. Dynamic analysis tools and techniques are conventionally limited to a single run of a

single project. There is nothing inherent in these techniques that requires this to be so, aside from

a question of scale. By creating a central repository of run time information, we can enable new

analyses and improve the precision of existing ones:
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— Statistical typing. Polymorphism and dynamic binding prevent the IDE from knowing what

concrete types variables assume. By creating a unique, centralized repository of typing

information in the cloud, indexed by the version of every system — since a version once

published is immutable — as soon as a given version is loaded in an IDE the corresponding

statistical annotations can be loaded from the cloud. This would allow for better tool support

during development.

— Temporal specification mining. Data mining the central repository of program traces will

allow temporal specifications to be extracted from the source code. This information can

be used during development time to detect potential errors. The challenge here is in man-

aging the large amounts of data that are generated in dynamic analysis, finding a way of

compressing these data, and at the same time providing fast access.

We plan to explore these and other possible scenarios for exploiting large amounts of run time

data to support developers. The key challenges in this research direction are discovering how to

efficiently generate, transmit, and store the dynamic information in a central repository without

impacting the performance of the running applications.

2.3.4 Architectural Monitoring

Although much work has been dedicated to extracting and recovering the current architecture of

a system from the source code and other available artifacts, little is being done on re-using these

techniques in the context of forward engineering. Monitoring the evolution of architecture is one

such approach and it promises to improve system stability, quality, and robustness. To monitor

the evolution of an architecture presupposes the existence of an architectural specification, or its

recovery through reverse engineering.

Study: classifying software architecture in the wild. There has been considerable prior

work on so-called Architectural Description Languages (ADLs), but their absence from the soft-

ware engineering mainstream leads us to question their relevance to real software systems. We

believe that one of the main reasons is the failure of current ADLs to capture properties of the sys-

tem that are actually important for software engineers. Indeed, we are not aware of any empirical

studies that have attempted to study and classify best practices in specifying real software archi-

tectures. We therefore propose to study both open source and industrial systems and interview

developers. The goal will be to collect architectures “in the wild”, and to characterize and classify

them. By eliciting information from the developers we will be able to understand what aspects of

software architecture are especially relevant in practice. Based on this we will be able to propose

requirements for a means to express the dominant concerns of the developers and facilitate the

monitoring of the system’s evolution. We plan to publish the collected architectures so they will

serve as a ground truth, or benchmark, for further comparing and assessing the effectiveness of

architectural recovery techniques.

Monitoring architectural evolution. Software systems evolve over time, and when the ar-

chitecture is disconnected from the source code, the two will follow diverging evolution paths,

resulting in what is called architectural drift.
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Whether the architecture is still valid and the design needs to be brought in line, or whether

the original architecture is obsolete and needs to be updated to current needs, it is crucial to track

architectural evolution to detect as early as possible that a problem exists.

We will address the following research questions related to monitoring software architecture:

— How to best specify the architecture of a system? We plan to develop techniques to specify

architecture in ways that reflect best practice and actual needs of developers based on our

case studies of open source and industrial systems. We plan to explore ways to encode

architectural constraints (and the properties they are intended to ensure) that are flexible

enough to express both the structure of the system and its behavior. We also plan to

explore various means to express architectural constraints formally within the programming

language, such as annotations and coding conventions, as opposed to external representations

in UML or an ADL. One core aspect of our work on specifying architecture will be usability.

We will insure that the mechanisms we propose for constraint specification make the most

common architectural constraints easy to express.

— How to enforce the correct evolution of the system? The specified architecture, or the recov-

ered architecture must evolve together with the system. To prevent the architecture from

drifting away from the code, the constraints encoded in the architecture must be enforced

during system evolution. This suggests that feedback mechanisms would be useful to inform

developers when proposed changes conflict with the system’s architecture. When violations

to the architecture are inevitable for any reason, mechanisms must be in place to allow the

exceptions to be made explicit, so that long term maintenance is facilitated.

— How to present the evolving architecture of a system? Starting from the empirical study we

will work towards the design of an effective presentation layer for the evolving architecture

of a system. We will design and evaluate an architectural dashboard that would allow the

different stakeholders to monitor the co-evolution of architecture and source code in a sys-

tem. We plan to experiment with simple and lightweight visualizations at different levels of

abstraction to indicate architectural constraints and their violations, and more generally to

indicate the co-evolution of the system and its architectural description.

— How to monitor architectural evolution in the ecosystem? In our previous work we have

observed the need to support impact analysis at the ecosystem level referring mainly to

changes that impact the API of a system. We plan to study how to monitor architectural

evolution in the ecosystem. Specifically we will study how to enable the evolution of a system

when changes that will impact its architecture occur in upstream libraries or frameworks.

By monitoring the entire ecosystem, and data mining the way the other projects adapt to

changes to the same upstream, one should be able to estimate the effort required to adapt

as well as to recommend changes required for the adaptation.

2.4 Schedule and milestones

Here we provide a coarse timeline for each of the planned research tracks.
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Year 1
Meta-Tooling Study: establish developer needs for software assessments

Develop experimental software assessment mechanisms
Agile Modeling Classify languages; develop reusable parser fragments

Generate island grammars from example to model mappings
Large-Scale Software
Analysis

Collect information needs for developers working in open source
software ecosystems
Develop infrastructure for fast querying of ecosystem models

Architectural Monitoring Study: collect and curate a repository of architectural descriptions
Experiment with techniques for architecture recovery

Year 2
Meta-Tooling Establish a unifying meta-model for software assessment mecha-

nisms
Develop an experimental environment for composing custom assess-
ment tools

Agile Modeling Exploit lexical features to identify structural elements
Experiment with parameterized parser fragments

Large-Scale Software
Analysis

Experiment with the static analysis of big software data; experiment
with improving the IDE based on big data analysis

Architectural Monitoring Develop an experimental language to specify architectural con-
straints
Explore means to present architectural evolution

Year 3
Meta-Tooling Study: explore and assess effectiveness of meta-tooling

Further experimentation with assessment mechanisms and tooling
Agile Modeling Carry out extensive case studies with code and data sources

Experiment with further techniques to infer structure
Large-Scale Software
Analysis

Experiment with the dynamic analysis of big software data

Architectural Monitoring Explore techniques to integrate architectural constraint checking
with monitoring
Study the impact of such a system in an organization or community

2.5 Importance and impact

Effective decision-making is one of the key challenges to continuous development of complex soft-

ware systems. This project tackles this challenge by proposing to develop techniques to rapidly

and effectively extract useful software models from diverse data sources, monitor them, and an-

alyze them in a timely fashion. The expected long term benefits of this research are improved

developer efficiency and better quality software.

We have a strong track record of publishing results in the usual academic venues (full papers

in high impact journals and international, peer-reviewed conferences), and will continue to dis-

seminate our research through these venues. We also regularly take advantage of invitations for

keynote presentations at conferences to present a broader perspective of our research projects than

is possible with a technical paper presentation.

We have ongoing collaborations with software developers at various Swiss companies (Crédit

Suisse, Zühlke, CompuGroup, Swiss Federal Institute of Intellectual Property). In the context of

this project, and particularly in the empirical studies, we plan to exploit these ties as well as seek

out new partnerships.
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